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Figure 1: We use visual elements from comics to augment objects and activities. Shown here—for illustrative purposes—are 3rd
person renderings of these elements. Based on a design space we derive from the literature on comics, we build eight augmented
reality demos where participants see these effects in 1st person, and then evaluate the effects through a qualitative study.

ABSTRACT
Augmented Reality (AR) excels at altering what we see but non-
visual sensations are difficult to augment. To augment non-visual
sensations in AR, we draw on the visual language of comic books.
Synthesizing comic studies, we create a design space describing how
to use comic elements (e.g., onomatopoeia) to depict non-visual
sensations (e.g., hearing). To demonstrate this design space, we
built eight demos, such as speed lines to make a user think they are
faster and smell lines to make a scent seem stronger. We evaluate
these elements in a qualitative user study (N=20) where participants
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performed everyday tasks with comic elements added as augmen-
tations. All participants stated feeling a change in perception for at
least one sensation, with perceived changes detected by between
four participants (touch) and 15 participants (hearing). The ele-
ments also had positive effects on emotion and user experience,
even when participants did not feel changes in perception.
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1 INTRODUCTION
Augmented reality (AR) excels at changing how we see the world,
such as by adding things to the environment that do not exist [9],
changing the appearance of things that do [34], hiding parts of the
environment from our view [16], and even making hidden things
visible [50]. However, seeing is not the only way we perceive our
surroundings, we also hear, smell, and feel the world around us.
Most current AR systems consist of headsets focused primarily on
our sight, neglecting the other senses we perceive our environment
with. This narrow focus is because altering non-visual aspects of
reality is a challenge due to tangible interactions with the real world.
We cannot perceive all physical properties of virtual objects, nor can
we easily change the physical properties of the actual environment.
This extends to our actions and activities, where AR can provide
additional information related to them but lacks an established way
to augment them directly. For example, it is unclear how AR could
possibly make us feel stronger when lifting weights or perceive a
phone’s vibration more intensely.

A potential approach for communicating non-visual sensations
can be found in comic books, amedium that has successfully bridged
this gap between visual form and non-visual sensations. Comic
artists have developed a rich visual language with a large vocab-
ulary of symbols corresponding to specific meanings [99], such
as onomatopoeia (words that phonetically describe sounds) and
emanata (symbols near a character’s head that convey emotions).
These elements have also been used in movies (such as Scott Pil-
grim1), video games (such as NFS Unbound2), and music videos
(such as Without Me by Eminem 3) to create unique visual effects,
improve user experience, and increase motivation [36]. Whether
these elements still achieve similar effects when embedded into the
real world through AR is an open question as interactions with the
real world do not involve the level of suspension of disbelief that
media consumption through a screen does.

Our work uses elements from comic books in AR environments
to represent and enhance non-visual sensations through visual
augmentations. We add comic elements to annotate objects and
activities, using AR to enhance how users feel, move, hear, or smell.
Inspired by previous works on adding annotations to change the
perception of user actions [35, 87, 91], we explore whether comic
book elements can achieve similar effects. While comic-inspired
annotations to convey information (such as interactivity or state)
about objects or actions can be found in existing AR and Virtual
Reality (VR) applications, we use comic elements to convey effects
that cannot be rendered in AR/VR directly (such as stinkiness or
the feeling of being stronger). Altering the objects themselves or
their appearance would require additional hardware or advanced
display technologies that may be impractical. Hence, our work
indirectly adds sensory information onto the real world and studies
the effects this has on users. Comics are an art form known to evoke
not just a sensory but also an emotional response [55]. Therefore,
we investigate how comic elements affect the user experience of
performing everyday tasks.

1https://www.imdb.com/title/tt0446029/
2https://www.ea.com/en-gb/games/need-for-speed/need-for-speed-unbound
3https://www.youtube.com/watch?v=YVkUvmDQ3HY

Through an analysis of the comic studies literature, we created
a design space that organizes comic book elements into four cate-
gories based on the sense they aim to represent and three categories
of visual representation (i.e., text, lines, and symbols). We then built
a set of eight demos to illustrate how to use visual elements to
create non-visual sensations by realizing examples of each category
of our design space. Through a qualitative user study (N=20), we
evaluated what users feel about the non-visual properties we aim
to convey and what other effects these annotations have, such as
increasing motivation or enhancing user experience. Our results
show that the comic elements were fully understood by at least
75% participants for all but one of the elements. Participants stated
that the sensations felt enhanced or different compared to the real
world in about half of the total trials (N=78/160) of our study. The
elements made the interactions playful, enticing, curious, boosted
the participants’ emotions, and impacted their self-perception and
motivation. These effects were mediated by the appearance of the
comic elements, their movement, and timing.

With this work, we make the following contributions:

• A design space of comic book elements that convey non-
visual sensations along sensory and visual dimensions.

• Eight demos that instantiate different kinds of non-visual
sensations for concrete everyday activities.

• Findings from a qualitative evaluation (N=20) of people’s
experiences and perceptions when comic elements are added
to objects and their actions in the real world.

2 RELATEDWORK
Our work adds visual elements from comic books to actions and
objects to enhance non-visual sensations and the experience of
interacting with the environment. Thus, our work is related to
(1) research on embellishments (elements that add detail) and the
effects they can produce and (2) vision and body-altering percep-
tual manipulations in XR. Lastly, we discuss (3) how previous HCI
research has leveraged visuals from comic books.

2.1 Embellishments for Actions and Objects
In gamification, the concept of juiciness refers to “design elements
that support information already conveyed by other means” [35],
for example, a particle explosion on collecting a coin. Hicks et al.
[35] studied the use of visual embellishment on players’ actions and
found that they contribute to player experience and may also con-
tribute to perceived competence. Similarly, Singhal and Schneider
[87] explored the use of haptic embellishments by modifying the
haptic signals to support visual juicy elements and found a positive
effect on enjoyability along with player and haptic experience.

Another related concept from games is Visual Delegates [57, 59,
60]—visual elements added to games to convey non-visual sensa-
tions felt by a character by, for example, colored screen edges to
depict pain. Beyond screen-based games, these elements have also
been applied to virtual reality games [58, 60]. These elements are
very similar to our comic elements but use a different set of symbols
that are rooted in games and can also apply transformations to the
entire view of the player, which may be inappropriate for AR as it
breaks the effect of looking at the real world.

https://www.imdb.com/title/tt0446029/
https://www.ea.com/en-gb/games/need-for-speed/need-for-speed-unbound
https://www.youtube.com/watch?v=YVkUvmDQ3HY
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Adding visual cues to a VR scene can influence user behavior
and experience. Blaga et al. [10] added visual cues to represent the
temperature of the liquid inside a virtual cup coffee mug and found
that the cues influenced grasp locations despite the mug not being
real. Moullec et al. [61] used multi-sensory cues to convey a user’s
cardiac and respiratory activity in a VR walking scenario, such as
visible breathing in front of an avatar’s face. This led to an increased
sensation of effort and the user’s actual breath synchronizing with
the virtual breath. Langbehn et al. [49] studied the effect of adding
motion blur to movement in a VR scene but did not find any effect
on distance or speed estimation. These works focus on VR and on
quantitative evaluation, and they did not study the user experience
of the feedback. Exploring effects very similar to comic books,
Eckhoff et al. [23] found that the pain threshold could be modulated
by adding a 3D flame effect or blue fluid covering participants’ hands
when they touched a hot or cold object. These examples show that
even if users know a visual annotation is not real, these annotations
can still cause changes in action perception. For our study, we
extend these works to a specific class of annotations inspired by
comic books and evaluate if they work in the real world.

Audio embellishments have also been shown to affect the experi-
ence and perception of everyday activities. Tajadura-Jiménez et al.
[91] changed the sound produced by a user when they walked to
sounds they would produce if they had a thinner or heavier body.
They found that high-frequency sounds cause users to perceive
themselves as thinner than they are and increase motivation for
physical activity. Gustosonic experiences are an area of research
within Human-Food Interaction (HFI) which adds sound effects to
eating. These effects have been studied in the context of eating ice
cream [100, 101], eating potato chips [46], and drinking beverages
through straws [102]. The effects of these sounds on eating include
changes in consumption speed, appetite, and motivation.

2.2 Perception Manipulations in XR
VR provides complete control over what the user sees, which allows
leveraging the property of visual dominance [72, 97] to produce
a variety of illusions. One example of this is visual redirection,
where a user’s visual perception is slightly shifted to redirect their
actions in the real world. For example, in redirected walking [76]
slight rotations of the environment cause the user to believe that
they are walking in a straight line even though their path in the
real world is curved. Visual redirection has also been applied to
hands to produce multiple haptic sensations through a single prop
[5] and pseudohaptics [96]. Pseudohaptics has been used in VR to
change an object’s weight [83, 90, 105] along with other kinds of
kinesthetic feedback [79, 80] or stiffness/softness [41] by adjusting
the control display ratio. Visually representing haptic feedback has
also been explored for robot-assisted surgery [30, 78]. In contrast
to these pseudohaptics papers, which used psychophysics studies,
we conducted an exploratory qualitative study. This allows us to
better understand what potential effects our annotations could have
rather than focusing the study on any one specific effect.

Visual properties of objects and humans (e.g., color or size) can
also be manipulated. Based on the color-in-context theory Rixen
et al. [81] investigated the modification of colors of an environment
for subconscious benefits, for example, seeing an opponent wearing

a red rather than a blue shirt in a competitive situationmight change
how dominant we perceive the person, which influences perfor-
mance negatively. Visual manipulations have also been applied to
users’ avatars. Piryankova et al. [68] showed that embodying a body
that is visually considerably smaller or larger than their physical
body influenced participants’ perception of ownership, agency, and
self-localization. Besides body size, researchers have investigated
visual changes of one’s virtual hand [38, 85, 86] or body weight
[47, 63]. In haptics for AR, examples of visual manipulation include
altering object softness by projecting visually on the surface of an
existing object [37, 73], changing weight by visually extending or
reducing the length of a rod in a user’s hand [31], and changing
the perceived size of an object held in a user’s hand by deforming
the image of the hand [6]. While these works typically change an
existing property of a virtual object or body, such as color, size, or
weight, our work adds visual elements to objects or humans.

Virtual Performance Augmentation (VPA) is a term coined by
Ioannou et al. [39] that refers to giving VR users the illusion of
enhanced capabilities by exaggerating their actions in a virtual
world. They used this idea by applying gain factors to a user’s jump
height and running speed in a VR exergame and found that this
led to an increase in intrinsic motivation, perceived competence,
and flow. Similarly, Wolf et al. [104] explored the use of augmented
jumps as a locomotion technique for VR worlds and also found a
positive effect on motivation, immersion, and presence. VPA has
been studied in the context of biking in VR [51, 94] to explore
the influence of different visual and haptic cues on a user’s speed
perception. Beyond manipulating physical parameters in the virtual
world, Granqvist et al. [29] exaggerated the flexibility of a user’s
avatar in a VR kicking game that led to a higher kick height and
increased perceived competence. Born et al. [12] explored VPA
by manipulating the force exerted by a user when they punch
enemies in a game by causing them to be thrown off to exaggerated
distances. They found that this kind of VPA motivates players to
perform strenuous activities but has no effect on the perceived
competence or enjoyment that other works achieve. While suitable
for VR, VPA is not applicable in AR since gain factors cannot be
applied to actual speed or strength. Instead, our work explores
whether visual annotations in AR can achieve similar effects to
those in VPA. Comic books, which often feature individuals with
enhanced capabilities, are a natural inspiration to achieve this effect.

2.3 Comic Symbols and HCI
Comics have been a focus of a variety of research in computer
science [4], including comic content analysis [3, 17], comic content
generation [13, 74], and user interaction with comics [1, 53]. In
HCI, researchers have drawn inspiration from the visual language
of comics to create new user interfaces and interaction techniques.
EmoBalloon [2] is a chat application that generates appropriately
shaped speech bubbles corresponding to the emotionality of the
text message. Its evaluation revealed that differently shaped speech
bubbles were more effective at conveying emotions than emoti-
cons. Itou et al. [40] created another chat system inspired by manga
where users communicate by adding comic frames instead of only
text and found it to be more effective and expressive for convey-
ing emotions than a regular text-based chat app. Comics have also
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Figure 2: We used affinity diagramming to develop a design space for comic elements related to sensations. Showing here are
the affinity diagramming in progress and examples of the post-it notes created for it.

inspired fabrication researchers, with Kazi et al. [44] presenting a
tool to create sculptures from 3D animated models that visualize
their motion in a static artifact. A common comic subject, super-
heroes, have inspired visualization [103] and VR researchers [82] to
generate new techniques that grant enhanced capabilities to people.

Adding comic symbols to actions has been previously explored in
the context of VR. Researchers have added onomatopoeia to sounds
and studied its effect on user experience and perception. Fabre
et al. [27] found that textual sound effects can lead to faster object
characterization, change the perception of an object’s properties
(such as material), and influence volume perception. Oh and Kim
[67] reported that such onomatopoeia can be used to guide user
attention, convey object affordances, and enhance user experience
overall. In Kapow! [14], Cauquis et al. explored the use of comic-
inspired annotation to convey contact with virtual objects in the
absence of any actual haptic feedback. They evaluated how six
different feedback techniques influence user experience in terms of
attractiveness, hedonic quality, and pragmatic quality but did not
explore the effects on perception or user behavior.

These works demonstrate that comic book effects work in VR,
albeit all of them are tested in environments with graphics that are
animation-like rather than photorealistic. Whether these effects
translate to the real world, despite the symbols still being in comic
style or cartoonish, is a question we investigate through our work.

3 A DESIGN SPACE OF COMIC ELEMENTS FOR
ALTERING NON-VISUAL SENSATIONS

We built a design space of visual comic elements and their repre-
sented non-visual sensations. Our design space exclusively includes
visual representations based on comic elements (i.e., text, symbols,
and lines), and thus is a subset of a larger design space of all visual
representations. We chose comics as they are often focused on rep-
resenting enhanced sensations like we aim to do and we wish to
only annotate the world rather than changing it completely. We also
considered cartoons and anime elements for inclusion in the design
space. However, a common way for how they convey sensations is
to leverage their non-static nature to exaggerate or morph bodies
and objects when they are interacted with or moved [93], which

requires further developments in AR inpainting technologies and
is not in the scope of this work. Since cartoons or anime may also
use visual effects in largely static scenes to convey sensation (such
as dust clouds on a character falling), they share the symbols used
by comics. Hence, our design space can be considered a subset of
the cartoon-inspired design space.

The aim of this design space is to act as a quick reference for AR
designers and developers to choose an appropriate comic element
to convey or enhance the non-visual sensation they require for
their application. The visual representation helps designers choose
elements that suit a specific context (for example, using lines instead
of symbols or words to avoid culture-specific associations) and
provides structure to the space by grouping similar elements. Below,
we describe the choice of the senses to be included in the design
space and how we systematically collected and categorized the
elements by going through the literature on comic studies.

3.1 Senses
The five-sense model is the most widely known model of the num-
ber of senses humans have and is usually credited to Aristotle, who
mentioned it in his book “De Anima” [88]. However, many addi-
tional senses have been proposed [22, 45], and currently there is
no established taxonomy of distinct senses [52]. With no widely
accepted list of senses to draw upon, we decided to focus on what
senses are relevant to AR. The senses we include in our design
space are based on Speicher et al. [89], which identify five aspects
of reality from past literature on mixed reality: audio, motion, hap-
tics, taste, and smell. From this list, we take the corresponding sense
to construct our design space.

3.2 Comic Book Elements
Background. To create a comprehensive list of elements used in

comic books, we refer to comics studies, an interdisciplinary field
combining concepts from semiotics, communication theory, rhetori-
cal theory, media studies, and more. We refer to the following books
and research articles for synthesizing a list of elements: (1) The
Lexicon of Comicana [99] by cartoonist Mort Walker, (2) Comics
and Sequential Art [25] by cartoonist Will Eisner, (3) The Visual
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Figure 3: Design space of comic elements that convey non-visual sensations. We structure the design space by the four senses
that are represented as well as the visual representation used to illustrate them.
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Language of Comics: Introduction to the Structure and Cognition
of Sequential Images [18] by cognitive scientist and comics theorist
Niel Cohn, (4) The Vocabulary of Manga: Visual Morphology in
Dialects of Japanese Visual Language [19] by cognitive scientist
and comics theorist Neil Cohn and Sean Ehly, and (5) Understand-
ing Comics, Reinventing Comics, and Making Comics [54–56] by
cartoonist and comics theorist Scott McCloud.

Process. One author first went through the above list of sources
and drew each element mentioned or used in it on a post-it note.
We only focused on elements that convey sensory information and
hence exclude elements that convey emotions (e.g., rain clouds over
the head for sadness) and those limited to a very specific kind of
object (for example, adding rounded corners to convey that a rectan-
gle is a pillow). Elements that convey visual properties (e.g., shiny
surfaces) were also excluded as vision augmentation is already pos-
sible in AR and not a focus of this work. We decided that the same
kind of element corresponding to a different direction or magnitude
would be considered the same (e.g., parallel vs. converging speed
lines). This process led to a list of 39 elements.

Next, in a session with another author, each post-it was discussed
and then placed in the appropriate sense category. Following the
categorization into senses, we did another round of affinity diagram-
ming to find other patterns in the effects, leading to categorizing
elements by visual representation into either text-based, symbolic,
or line-based elements. Text-based elements primarily included
one or more words, while symbolic elements were more complex
patterns with shapes or icons such as stars, and line-based elements
were entirely composed of straight or wavy lines. We grouped ele-
ments with both lines and symbolic elements under symbols. With
taste and smell being strongly intertwined and only one representa-
tion of smell being found in the literature, we combined them and
thus ultimately focused on four senses: hearing, proprioception,
touch, and taste/smell. Figure 2 shows the affinity diagramming in
progress and examples of the post-it notes used.

Design Space. The final design space (Figure 3) consists of four
senses (proprioception, hearing, touch, and taste/smell) and three
types of visual representations (text, lines, and symbols). We name
elements in our design space based on how they are drawn and
mention what they convey. This is because our sources use different
terms for the same elements and these terms are also often not self-
explanatory (such as “hites” and speed lines for trailing lines). Some
elements appear twice in our design space as they can represent
both touch and movement depending on how they are used. This
is because different works refer to kinesthesia as a part of touch or
proprioception [22, 77].

4 USING COMIC ANNOTATIONS IN AR
We present eight AR demos (Figure 4) that illustrate the feasibility
and functionality of the concept but also allow us to subsequently
evaluate the experiences enabled through them. The demos were
chosen to encompass every sense from our design space. Comic
artists often combine various elements for larger effect [99] and
our demos include such examples as well.

4.1 Apparatus
The demos were implemented using the Unity game engine. The
demos used a mix of custom particle systems and some modified
assets from the Unity Asset Store4. For all demos, except those
of proprioception, we use the Varjo XR-3 as the AR headset to
display our annotations. Our choice is based on the quality of its
video pass-through, which has lower distortion compared to other
available XR headsets, and its better development support as it does
not impose limitations in accessing the passthrough feed. Since
the Varjo needs to be tethered to a PC to work, we used a Meta
Quest Pro, which works as a standalone headset, for the demos of
proprioception to allow unrestricted movement for the user.

For tracking, we use an Optitrack setup consisting of 18 PrimeX
13W cameras (1.3 MP, 240 FPS). Along with the augmented objects,
we also track the Varjo XR-3 using Optitrack markers instead of
using its built-in tracking. This allows us to have a single coordinate
system (the Optitrack’s) to align virtual objects with the real world.
The motion demo required no additional objects and thus only
used data from the sensors on the Quest Pro to track the user’s
movements and the floor position. No controllers or hand tracking
were used for any of the demos. Next, we describe each application
and the targeted non-visual sensation.

4.2 Augmenting Proprioception
Background. Our proprioception demo seeks to convey enhanced

speed and jumping capabilities. The most common representation
of speed and motion in comics is through lines trailing an object or
covering the whole background around it. The idea behind these
lines representing motion is based on how fast-moving objects seem
to leave streaks behind them [28]. Why these symbols have such
a universal understanding has also been a subject of research in
cognitive science [20]. To show a higher or a more powerful jump,
either the same trailing lines on jumping are used, or a strong
impact is depicted through stars flying out from the point of impact
or a small burst occurring.

Scenario: Running and Jumping. This demo consists of a user
being placed in an empty room and encouraged to run and jump
around. On running, speed lines appear on the edges of the user’s
field of view with the aim of conveying faster movement (see Fig-
ure 4-7). We chose to use the background lines representation of
speed as adding trailing lines was impossible in the first person
because we cannot see what is behind us. On jumping and then
landing, dust clouds and small explosive effects appear that aim
to convey a hard impact to make the user think that they jumped
higher or stronger (see Figure 4-4).

Implementation. For this demo we used a Meta Quest Pro head-
set, which tracked how fast the user was running and when they
jumped through its onboard motion tracking. For jump detection
we first record the vertical position of a user when they accelerate
downwards (i.e., when they bend their knees). We then detected
the moment of landing when they again cross that position with
downwards velocity (i.e., falling and contacting the ground). An
animation is played once a jump landing has been detected.

4https://assetstore.unity.com/packages/vfx/particles/epic-toon-fx-57772 and
https://assetstore.unity.com/packages/tools/particles-effects/3d-speed-lines-217755

https://assetstore.unity.com/packages/vfx/particles/epic-toon-fx-57772
https://assetstore.unity.com/packages/tools/particles-effects/3d-speed-lines-217755
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Figure 4: In-headset views of our comic augmentation demos: (1) virtual bubbles on a drink, (2) smell lines on a plate of cheese,
(3) hit elements while boxing, (4) ground elements when landing after a jump, (5) pulsing beat animation on a speaker, (6)
normal and distorted music notes from a speaker, (7) speed lines while running, and (8) vibration lines on a fishing rod and a
virtual fish being caught. Jumping and running from within a Quest Pro, all other from within a Varjo XR-3.

4.3 Augmenting Hearing
Background. Our hearing demo aims to convey enhanced (1) bass

and (2) tune of the songs a user is listening to. Comics convey infor-
mation about the sound coming from a source by emanating visual
elements from the speaker. These elements are usually representa-
tive of the physical sound waveform or describe the content of the
sound, for example, through circular arcs, onomatopoeia, or musical
notation. The quality of the sound can also be conveyed by altering
these representations themselves, such as an out-of-tune piano or
a bad singer being shown with distorted and broken notes around
them. This shows that there is something wrong with the sound,
just as there is something wrong with the symbols representing it.

Scenario: Music Listening. In this demo users listened to three
songs. The first song was a bass-boosted Electronic Dance Music
song 5 where we used a circular wave that played at the bass beats
to augment the bass (see Figure 4-5). The second song was slightly
out-of-tune violin music6, to which we added distorted music notes
to make the music sound worse (see Figure 4-6). The last song was
properly tuned violin music7, to which we added regular music
notes to make the music seem more pleasant (see Figure 4-6).
5https://www.youtube.com/watch?v=b-8cmhmMrYA
6https://www.youtube.com/watch?v=pCseCvorN_A&t=31
7https://www.youtube.com/watch?v=y2q7QgtzEJU

Implementation. We use a Jabra SPEAK 510 MS speaker, with
tracking markers placed on the side so as to not disrupt the view
of the top from which the symbols emanate. To sync the particle
systems for the bass with the music, we hardcode the times at
which the particles should play by extracting timestamps of the
audio peaks via the Audacity software. For the other two songs the
visualization is not synced to the music and we instead generate a
stream of notes popping up above the speaker at random intervals,
floating up, and fading out.

4.4 Augmenting Taste and Smell
Background. Gustatory experiences can change how food ap-

pears to us and tastes, with several examples in HCI of interfaces
that manipulate this [98]. Comics also contain a rich visual language
of taste and smell, that could potentially serve the same purpose.
The two aspects of eating we chose to augment with this demo are
smell and texture. Representations of smell in comics are primarily
at the extremes—showing us something smells good or bad. A pie
on a window sill with a little swirly stroke on top of it shows it has
been freshly baked, while garbage wit thinner, wavy lines (often
accompanied by a few flies) illustrates the foul odor. To represent
a carbonated drink, comics add bubbles emanating from it. This
effect is also used to show that a chemical in a beaker is agitated.

https://www.youtube.com/watch?v=b-8cmhmMrYA
https://www.youtube.com/watch?v=pCseCvorN_A&t=31
https://www.youtube.com/watch?v=y2q7QgtzEJU
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Scenario: Cheese and Drink Tasting. For this demo, we aimed to
make some cheese taste and smell more intense (see Figure 4-2) and
a drink seem fizzier and fancier (see Figure 4-1). For the cheese, this
translates to adding “smell lines” to signify that the cheese emits a
strong odor and thus also tastes correspondingly strong. For the
drink, we add little bubbles that float up from the liquid to make it
seem more carbonated.

Implementation. To implement these elements, we attach track-
ing markers to the plate the cheese is sitting on as well as the
bottom of the glass the drink is in. The tracking data is then used
in particle systems that generate the wavy lines and the bubbles
for the cheese and carbonated drink, respectively. The cheese used
was Roquefort and the drink was a lemon soda.

4.5 Augmenting Touch
Background. Our touch demo aims to convey enhanced haptic

sensations. We focus on vibrotactile feedback and kinesthetic feed-
back, which both have common representations in comics. For
vibration, these consist of lines around an object representing back-
and-forth motion, which can have different variations, such as
straight wiggly lines on both sides of an object or multiple arcs
around it. For kinesthetic feedback, we focus on impacts that are
represented by burst or explosion graphics, sometimes combined
with words (such as “WHAM” or “SMASH”).

Scenario: Fishing and Boxing. In this fishing game demo the user
holds a fishing rod such that its hook rests on the floor. During
the game, vibrations on the rod at random intervals conveys that
a fish has bitten. Alongside the vibrations, they see lines that are
wiggling on both sides of the rod to augment the felt vibrations (see
Figure 4-8). As soon as the vibrations are felt and the animation
is played, the user has a 0.5 second window to lift the hook up to
catch the fish. If successful, a virtual fish appeared on the hook.

For kinesthetic feedback, we created a boxing game that show-
cases the effect of impact graphics and onomatopoeia. Here, players
punch a strike shield bag while wearing boxing gloves. At the
time of the hit, we spawn a comic burst and onomatopoeia at the
impact location and between the player’s hand and the bag (see
Figure 4-3). Based on the force applied by the punch, three differ-
ent onomatopoeia are played, “HIT” for a small amount of force,
“SMACK” for medium force, and “KA-POW” for high force. This
added visual effect is supposed to enhance the conveyed force of the
punch and thus give players the sensation of being more powerful.

Implementation. The user holds a bamboo stick standing in as
fishing rod, with a line attached to it that holds a 3D-printed fishing
hook. A voice coil actuator (Haptuator Mark II by Tactile Labs) is
attached to the rod and provides vibrotactile feedback. For tracking,
markers are added to an attachment fixed at the top of the bamboo
stick and on the hook. An attachment was used instead of adding
markers alongside the rod as markers placed in a straight line have
less tracking accuracy. For boxing, tracking markers are added to
the strike shield and the gloves. The force of the punch is calculated
based on the acceleration of the boxing gloves using the Unity
SuperScience8 set of scripts.

8https://github.com/Unity-Technologies/SuperScience

Figure 5: The used study objects with added trackingmarkers:
(1) Fishing rod made of a bamboo stick and 3D printed hook,
(2) speaker, (3) Varjo XR-3 headset, (4) boxing gloves, and
strike shield, and (5) plate for cheese and glass for the drink.

5 EVALUATING COMIC AUGMENTATIONS
We conducted a user study to test how well and in which ways the
visual augmentations convey and enhance non-visual sensations.
The study had each participant try out all eight demos, followed by
semi-structured interviews about each and the overall experience.
The goals of the user study were to: (1) evaluate how our concept
of adding comic elements to objects and user actions influences
reported perception, (2) understand the effect of combining comic
elements with the real world on emotions and user experience,
(3) determine design properties of comic elements in augmented
reality, and (4) identify applications of our concept that participants
imagine to be useful.

5.1 Procedure
First, the experimenter explained that the study involves everyday
tasks in AR with added comic-based elements. We did not divulge
that we wished to alter sensations so as not to bias the participants.
The participants then provided informed consent. We then showed
participants the headsets used in the study. They then tried out the
Varjo with no augmentation to familiarize themselves with using a
headset with video see-through. We followed a relaxed think-aloud
protocol [33] for the experiment to enable us to understand the
immediate sensation that the participants experienced. After we
instructed the participants on verbalizing their thoughts, we asked
them to solve a multiplication problem as a warm-up exercise to
practice thinking out loud before the actual experiment. Participants
then tried the demos in random order. We also randomized the
order of songs for the hearing demo. For the fishing demo, the
participants wore earplugs to mask the vibration motor’s noise,
as we only wished for them to focus on the sense of touch. The
participants spent at least three minutes with each demo.

https://github.com/Unity-Technologies/SuperScience
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Between demos, when we interviewed the participants, they
took of the headset. In these short interviews (<5 minutes each)
we asked the partiucipants to describe the experience, how the
annotations made them feel, and how the interaction was different
from normally performing the same action. At the end, we also
asked participants about their overall experience with questions
related to the impact of the annotations on them, how the tasks
felt different from normally performing them, the combination of
the real world with comic elements, potential applications, and
how they would imagine personalizing the experience. We chose
an interview method to collect rich data about the effects of the
comic elements instead of settling on a specific rating scale based
on our assumptions about the symbols. All interviews were audio
recorded and then transcribed (with the otter.ai serice).

5.2 Participants
20 people participated in the study (6 identified as female and 14 as
male, mean age 29.4, SD = 5.9). All participants were familiar with
the concept of AR. Participants were recruited through posters put
up in the university and convenience sampling. Each study session
took approximately 45 minutes per participant. At the end of the
study, each participant was thanked with a gift worth €20.

5.3 Analysis
We used thematic analysis [92], following an iterative deductive
coding approach, to find common trends and define overall themes
in the study transcripts. First, data were coded using deductive
coding, with four of the authors individually coding the same three
interviews in an open coding approach. They then met to discuss
and align the codes, resolving discrepancies through discussions,
resulting in a set of 10 codes. Subsequently, the remaining 17 inter-
views were split equally between three of the authors, who coded
2×6 and 1×5 interviews. Furthermore, the lead author also coded
all of the interviews to ensure reliable coding. Coding conflicts and
new codes during this phase were resolved through discussions
with all authors. This led to two codes being added, leading to the
final set of 12 codes. All authors then went through the codes and
coded lines of the interviews a second time, identifying potential
themes while doing so, wihch were then discussed with all authors.
Finally, the lead author summarized similar themes.

6 RESULTS
Based on our coded interviews, we describe what effects the comic
elements had on participants’ perception of sensory elements and
their emotions and experiences (Figure 6). We also report their
comments on the design and use of the comic elements.

6.1 Perception
All participants reported a boost in their perceptionwith at least one
demo, and 11 participants reported a change for at least half of the
demos. However, there were large individual differences in how the
elements impacted the participants. The most common reasons for
these differences (n=18/160) were participants not understanding
the meaning of the element or assuming they were in a cartoon
or video game world, where the elements would not be reflecting
their own capabilities but those of a character they were playing.

6.1.1 Impact on Hearing. Most of the participants (n=15) reported
that the music notes enhanced the music. For example, P19 said that
“the violin was still super bad but the notes made it, like, feel worse”
and P9 felt that the notes “make me judge this person more”. For the
properly tuned violin music, P1 commented that the notes made
them “feel the more classical genre of music”. P14 reported “seeing
sound”, and that “that’s funny because it’s like in all the classical
examples of classical tales of seeing aesthetics like people taking LSD
and then being able to see in sounds”. The notes did not work for
some participants who were familiar with sheet music and knew
that the notes did not correspond with the music being played,
making the elements seem incorrect to them. For instance, P15
stated “I didn’t understand the notes like they should be aligned”.

The circular elements representing the bass impacted the re-
ported perception of music for 11 participants. However, not all
participants mentioned the bass as being enhanced, with partici-
pants mentioning that they felt the tempo or the beat of the music
more and did not mention the bass. P2 said that it “intensifies the
feeling of the song”. One participant (P14) thought that the speaker
was vibrating when the wave played. The element was interpreted
as a regular music visualizer by certain participants, and hence,
they did not feel that anything had changed about the music.

6.1.2 Impact on Proprioception. 13 of the participants stated that
the speed lines altered their perception of their own speed or their
surroundings. P10 stated “It made me feel like I was going super speed.
It made me feel faster!”, similarly, P1 said “it looks like you’re going
very fast, like you like when you sit in the train and things are flying
by”. In some cases, the lines had the opposite effect and participants
felt slower, such as P18 interpreting the lines as themselves being
faster but the surroundings not moving fast enough, so they felt
that they were overall going “surprisingly slow”. Some participants
interpreted the lines differently, such as P9 thinking that they were
getting sucked into a black hole or P14 and P17 interpreting the
lines as just strong wind in their faces. The speed lines failed when
participants felt that they were over-exaggerating their movement,
such as with P6, who only wanted the lines to appear when running
at full speed and not just jogging.

The impact dust clouds made some participants feel they were
stronger, heavier, or jumped higher (n=7). P4 stated “So when I
landed, it felt like my body had a bit bigger impact on touching the
ground than it normally would have”. P1 thought that along with
them being heavier, the floor was more dusty. The effect seeming
over-exaggerated was a major cause for participants not feeling
a change, with P19 stating that “I guess that didn’t feel realistic
that. Okay, I was just barely jumping and I have an impact like that.”
When the dust cloud design and a participant’s expectations did not
align, it also did not have the intended effect. Commenting about
the dust clouds not changing based on how high they jumped, P9
said “it feels like you’re just not able to achieve something because
the feedback doesn’t change. So you feel a bit powerless probably”.

6.1.3 Impact on Taste and Smell. The bubble on the glass made
participants feel that the drink was fizzier, more refreshing, or feel
like champagne, even if it was not (n=9). P6 stated “This is not
alcohol, this is Sprite, but it gave me the feeling of having champagne
for sure”, and P9 questioned whether the drink contained alcohol
after taking their first sip as “the bubbles, when they are jumping,

https://otter.ai
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they cause some associations with being drunk”. Unlike P6, when
other participants tasted the drink in the glass, they stated it did
not feel any different than normal, even if before drinking, they
expected it to because of the bubbles. The smell lines on the cheese
made several participants believe that the cheese was stinkier than
normal or tasted more intense (n=7). P4 said that “I feel like I tasted
more than I would normally” and P15 felt that “the cheese is even
more smelly than it is”. Like the bubbles, the effect did not work
when participants recognized the cheese as a familiar taste. A few
participants also misunderstood the stink lines as heat lines.

6.1.4 Impact on Touch. The impact explosions for the boxing demo
made participants feel stronger (n=11). On seeing the explosion, P17
said that “I caused it with my extremely strong fists!” and P10 said
that their punches “felt a bit more powerful, stronger”. The chang-
ing visual style of the elements as participants punched harder
reinforced the illusion of feeling stronger. For example, P16 stated
“when you would hit harder, the bigger animation would make you
feel stronger”. Some participants primarily relied on the haptic feed-
back and thus did not feel any different: “it felt, obviously, that the
physical sensation of it was the same” (P6). The vibration lines on
the fishing rods only influenced a few participants (n=4). Most par-
ticipants ignored the lines to focus only on the vibrotactile feedback
to complete the fishing task. Some participants thought the com-
bination of two modalities made them react faster. For example,
one participant mentioned “I think it helps me to like react faster.
Because I think lines are sort of like a visual thing that helped me to
like detect whether it’s like accompanied to the like tactile feedback
that you provided.” (P20). P18 thought the elements confirmed that
it was not a phantom sensation, “something is actually going on,
you’re not just imagining that you feel something”.

6.1.5 Impact on Attention. Besides causing a change in reported
perception, the comic elements impacted the participants’ attention.
The visuals highlighted objects and actions, encouraging partici-
pants to focus their attention on how they feel about them. P13
described the elements as “it navigates you to to do something like
you need to focus your attention here” and they felt that they were
“focusing more andmore onmy own feelings”. P12 said that “my atten-
tion was occupied by this visual effect. So it gives me clear information”
while P6 felt “much more engrossed into the song”.

Since the elements had an impact on participant’s attention,
some found them a hindrance to listening to the actual music, with
participants stating that “I was focusing more on the visual elements,
then the actual music” (P4) and “If I listen to an involved composition,
I like to do that with my eyes closed” (P18).

6.2 Emotion and Experience
Participants repeatedly described the experiences as fun, joyful,
interesting, entertaining, cool, funny, enticing, pleasant, or curious.
This effect again varied across people; most really enjoyed it, and
for some, the elements also triggered negative feelings such as
shame. P5 stated “It was a little bit more exciting to do things than
like, normally” and P6 described this emotional experience as a
missing element in everyday life: “It’s something that’s missing. It
just brings that spark to everyday life that is otherwise sometimes
missing. You can make things count a little bit more.’’

6.2.1 Music Enjoyment and Mood. The visual elements of the mu-
sic made the experience cooler and more fun and added “some
degree of immersion” (P8) compared to normal music listening. For
example, P6 mentioned “it accentuates the music and the experience
one has while listening to music”. The floating notes felt cozy and
calming and made them appreciate the music more: “those sort of
put you into a meditative, relaxed state of mind where you are more
dreaming about things” (P7). In contrast, the bass visualization got
them into a party mood, and the jagged notes felt irritating to some
participants: “made me feel irritated. a bit angry, perhaps too” (P19).

6.2.2 Feeling Like a Superhero. The elements related to the physi-
cal activities of running, jumping, and boxing made the participants
feel cool and the activity felt more fun: “I start to have too much fun.
I think this is the coolest part” (P7). Several said that they felt like a
superhero, supervillain, cartoon, or anime character, for example,
P11 stated “It’s like I’m a superhero who makes this superhero land-
ing”. Feeling like specific characters such as The Flash, Hulk, and
Naruto was mentioned as well. Even if a participant did not report
feeling a change in perception, the association of being like a super-
hero was enough to enhance the user experience. Two participants
also found the fishing activity entertaining.

6.2.3 Enhancement of Dining Experience. The elements make the
food seemmore or less appetizing, an effect similar to how food plat-
ing influences the perception of a meal. The bubbles, in particular,
made drinking fun, more entertaining, and playful. P20 commented
the glass with bubbles “Looks very yummy”, while P4 commented
the smell lines “kind of triggered some sort of slight disgust”. P4 noted
that “when you eat, you actually also eat a lot with your eyes because
the presentation and how the food looks can give a whole different
dimension of eating.” This effect was again independent of feeling
a change in perception with P20 commenting “I think once I drink
the sparkling water, well not the water, the sprite, I don’t feel the
difference, but once I put it down and see the visualization again, I
also want to like a drink it again.”

6.2.4 Motivational Effects. The positive emotional effect of the
elements impacted the participant’s motivation and encouraged
them to engage with the environment or activity. The elements
encouraged the participants to do more, the bubbles motivated
them to drink more, and they wanted to punch fast and hard, keep
jumping and running, or move to the beat of the music. P13 stated
“your instinct is to actually do more, rather than just stop” and P14
said “you can influence what’s happening, that’s motivating.” The
elements added to a sense of achievement about their abilities: “I
think these things showed me that I am doing great. So, I think I feel
better about myself” (P11).

6.2.5 Negative Effects. Interestingly, the visual elements could also
have the opposite effect on the user’s emotions and engagement.
When an effect looked “weird,” participants had a negative reaction:
“The green light emitting from the cheese made me more reluctant to
try to eat it” (P4). Similarly, P2 and P14 were afraid to try the food
because it looked different. In physical activities of punching or
jumping, the participants felt sadness and lack of achievement when
they could not activate a desirable visual effect. P17 felt embarrassed
since the elements were too exaggerated compared to their ability:
“Just made me feel old and out of shape.”
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Figure 6: Example scenes from the user study showcasing the participants’ comments about the impact of comic AR elements
on their perception and attention (1-2), emotion and mood (3-4), making them feel like a superhero (5), motivation (6), and
visual appeal of objects (7), as well as the participants’ preference for the comic style of the AR elements (8).

6.3 Design Properties
The meaning of the elements was understood correctly by at least
14 participants for all elements except the vibration lines on the
fishing rod. We find five main reasons for misinterpretation:

(1) one symbol corresponding to multiple sensations, such as
wavy lines for both heat and smell

(2) elements being too subtle or weird, such as the lines on the
fishing rod

(3) elements disappearing too quickly for participants to inter-
pret, such as the lines on the fishing rod

(4) correspondence between action and annotation being un-
believable, such as the speed lines appearing while slow
jogging and not running at full speed, and

(5) elements being considered solely as visual instead of as sen-
sory information, such as the waves from the speaker being
interpreted as a music visualizer instead of sound waves.

The vibration lines seemed to suffer from multiple of the above-
mentioned issues and thus were correctly understood by only nine
participants but also caused confusion or misunderstanding for an
equal number of participants.

6.3.1 Real World vs Comics. When asked about the contrast be-
tween the real world and the comic elements, none of the partici-
pants thought that it was a problem, and they even preferred the
fact that the visuals were not realistic. P1 was “surprised how natural
it felt” and P19 commented “that’s what made it so enticing because
it was so different than the real world”. Knowing that the elements
were not real seemed to contribute to allowing a suspension of

disbelief helping cause the change in reported perception: “so one
very cool part to me was that I know it’s exaggerated” (P6). The un-
canny valley effect was mentioned by some participants, and they
liked that the elements were inspired by comics rather than real-life
effects. P12 stated “I guess this would be a way to avoid uncanny
valley in a sense that if they try to resemble the real life, but they
do not manage to do so, that will be not super attractive and maybe
disturbing but here they were on purpose like cartoonish so yeah I
think that’s good. Unless something can look really real, authentic,
then maybe the cartoon style is better.”

6.3.2 Visual Style. The visual saliency and movement of the ef-
fects enhanced or hindered the user’s interpretation and experience.
Participants noted that the colorful and large effects in the boxing
demo made the experience fun and motivated them to punch: “You
want to keep boxing and see the pretty colors” (P19). In contrast,
the vibration lines on the fishing rod were hard to notice, the par-
ticipants focused on the real vibration. While most participants
preferred exaggerated, diverse, and colorful effects, a few wanted
the effects to be subtle and “not in your face” (P12). Similarly, the
3D nature of the effects and their movements and relation to the
user’s body raised emotions and curiosity. P18 was positively sur-
prised by the “3D effect” of music notes, P16 thought that “They’re
so nicely floating”, and P20 thought the “weird” motion of the notes
reflected the bad music quality. Some wanted more animation for
the music beat. The close proximity of the 3D effects to the user’s
body played a role: “interesting when the bubbles pop right in front
of my face.” (P18). P17 was similarly excited that the boxing effects
were “exploding from inside the glove”.
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6.3.3 Elements Should Be Interactive. The participants wanted to
interact with the visualizations and preferred the effects that reacted
to their actions. P14 and P17 tilted the glass and moved the cheese
plate to see if the effects responded to the motion. Others moved the
glass closer to their face or wanted to poke the bubbles or interact
with the musical notes. P9 described how they expected the visuals
to react: “when I touched it, I really wanted [it] to expand, and I think
I want to move it”. When the effects directly changed with their
actions, the participants felt engaged. Most participants enjoyed
how the visuals in the boxing demo were tightly linked to their
actions and body and enjoyed that: “if you punch harder, it gets like
a bigger thing” (P17). Some participants wanted the jumping effects
to similarly react to how hard they jumped.

6.3.4 Tolerance Towards Flaws. The participants accepted some
minor inaccuracies in how the visual elements were displayed. For
example, although they noticed that the smell lines did not follow
the cheese pieces on the plate, most of them stated that they felt
an alteration in the smell of cheese (and not the plate). Similarly,
some participants thought that the vibration lines on the rod were
misaligned: “Maybe there is some structure on this stick that is not
perfectly aligned with the lines” (P9), but this misalignment did not
seem to have an effect on the perception of the vibration. In contrast,
misalignments with the property that was the aim of the alteration
were more problematic. For example, participants noted that “those
are not right notes” (P5), indicating that the notes did reflect the
music style: “the notes are crooked, because.. mirroring the music
being crooked” (P18), but not the music itself: “Interesting that the
rate of the appearance does not coincide with the rhythm of the music”
(P14). This also applied to the jumping demo, where participants
were distracted when the visual element was not aligned centrally
around them or was temporally delayed. P12 commented, “I think
it’s cool but the jumping part, it was delayed.”. Some also felt it did
not correctly display the impact they thought they would have:
“[...] maybe because I didn’t jump high enough. I guess that didn’t
feel realistic that. Okay, I was just barely jumping and I have the
impact like that. (P19). These observations are in agreement with
participants accepting comic-style elements to have an impact in
a real situation, meaning that as long as the elements fit with the
context, the participants seemed to accept minor deviations in
position (for example, the cheese smell lines) or form (for example,
the music notes).

6.4 Usage and Applications
Participants were concerned about the overuse of the elements
when asked about their opinions on adding comic elements to their
everyday lives. They noted that the elements could be distracting,
seem gimmicky, and be overstimulating. P13 said: “if that’s going to
be all you have, that information coming right straight at your face
like it’s just maybe too much.” Participants did like the elements
however and wanted to have them appear during some tasks, but
only if they were used judiciously: “would be fun to look at it for a
while and have it somewhere, but not like all the time” (P5). They
suggested multiple applications where they would like the elements
to be used, and we summarize those below.

6.4.1 Entertainment. For the music and food augmentations, par-
ticipants saw them as useful in a wide range of entertainment
locations and activities. This includes concerts, clubs, shows, (din-
ner) parties, amusement parks, restaurants, and bars. For example,
they mentioned “I could imagine myself being in a fancy restaurant
and having a nice ambiance around me created using those visual
effects” (P7). Participants also envisioned new kinds of augmenta-
tions for these contexts, such as birthday parties where the kids
would love it “if they saw confetti or sparkles coming out of their
cake” (P10) or augmenting singing by “some notes that reflect your
voice” (P9). Some participants wished to use the elements similar
to how they use music to relax and pass idle time. P7 mentioned
that if “it’s a regular boring day and I’m traveling to work and if I
have all of these kind of things that I could do to make my daily life
more fun.” and P8 suggested: “if I’m getting back from work really
late and just trying to relax completely, I turn it on and then it goes
to something happening in the background.”

6.4.2 Movement Learning. Another envisioned application area
was movement learning, specifically music and sports, where par-
ticipants thought the AR comic elements could aid understanding.
Discussing the music-related elements, they noted that “if you’re
trying to teach someone music, then you can use this like if the person
plays some notes and it is offset the note start wobbly and so on and
if it knows the notes are correct, then the person who plays it know
that he did great” (P11). For the jumping and boxing elements, they
commented the comic elements can help them do the movement
correctly: “if it had a better sense of where my body was, that it could,
like, be helpful for training me to land so that I don’t hurt my knees
when I jump or something like that.” (P17). P11 and P20 made similar
comments.

6.4.3 Motivation for Routine Tasks. The motivational power of
AR comic effects was the foundation for several applications. In
particular, participants thought of sports and chores. For example,
P6 noted that the effects could help “remember more, make them
more fun, whether it’s like everyday chores or something that you’re
trying to train towards”. P11 and P18 made similar comments about
cleaning the dishes and doing sports. But as P18 noted the effect
can extend beyond motivation “to improve reaction times.”

7 DISCUSSION
Our findings indicate that comic elements can modify how partici-
pants perceive non-visual sensations in AR and make interactions
more exciting, playful, and stimulating. Below, we discuss why
and how the visual elements can alter experiences, how the results
relate to other forms of visual enhancement, and the implications
of the results for designing comic-enhanced AR experiences.

7.1 How Comic Elements Modulate Experiences
Experiences are known to consist of “sights and sounds, feelings
and thoughts, motives and actions” [32], and our comic elements
work by manipulating the aspects that shape an experience.

One reason why the comic augmentations work is because they
changed participants’ expectations about the objects they engaged
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with and the activities they did. Those expectations shape the sub-
sequent interactions, for example, by yielding surprises. The un-
derlying effect—that a first impression alters user experience—is
well-known in other areas. For example, Quinn and Tran [75] de-
scribed how attractive phones are rated higher in usability, altering
the user experience based on expectations in a similar way. The ef-
fects of expectations are also well studied outside HCI, such as with
pain experiences being shaped by expectations [48] and placebo
effects, in general [8].

One participant referred to this effect as being “primed”, and
such priming is also something reported for other interfaces. For
example, Nunez and Blake [66] showed how users’ presence in VR
is affected by them reading more about the virtual environment
beforehand. Social priming in VR has also been shown to have
a motivating effect on subsequent interactions [65]. Our results
are in line with this previous work, further supporting that user
experience and behavior can be altered through priming.

Another way the comic elements altered experiences was by
complementing user interactions. Experiences are known to draw
on all sensations [7], and one sensation can mask, influence, or
enhance another [26, 76]. This effect is widely applied in HCI (for
example, [64, 91]) and an everyday example of it is using music
to enhance workouts [43]. The opposite of this effect also holds,
where elements can contrast against user interactions to have detri-
mental effects on experiences. For example, a participant felt unfit
when speed lines appeared at a low jogging speed. Another known
phenomenon involving sensory mismatch is motion sickness in
virtual reality [15].

7.2 Other Forms of Visual Enhancement
We found several overall effects of visually enhancing activities
and experiences, such as making them more enjoyable, exciting,
and interesting. These results align with broader previous work
that similarly explored how visual and other additions alter how
we perceive things. A good example is juicy game design as de-
scribed by Hicks et al. [35]. Among the visual embellishments they
mention are particle and trail effects, which are similar to some
of our comic effects. Similar to our results, they found that such
visual embellishments improve the player experience, such as with
increased hedonic qualities and appeal.

Our participants pointed to sports as a potential application area
where the motivating power of comic effects could be useful. In
fact, several examples of augmented sports exist that support this
application. Noteworthy here is work around climbing where the
climbing wall is visually augmented to provide instructions, but
also to increase playfulness and add game elements [42]. Visual
augmentations can also be more practical and support training, like
in the case of Sato et al.’s augmented volleyball [84]. In this case,
providing a visual annotation of the ball landing area also increased
enjoyment overall. As they point out, the emotional effect is at least
partly due to easing the sport for beginners, which supports the
notion that aid through visual enhancements can boost motivation
for engaging in the sport.

We also found that the interpretation of the content is altered
through visual additions, such as when expectations of what is in-
side a glass change as bubbles are added. Such an effect is reported

broadly for other forms of content as well. For example, adding
an emoji to a sentence can shift or even flip the meaning of the
words [70]. Similarly, our perception of music can change depend-
ing on the visual presentation, as noted by Platz and Kopiez [69]
in their meta-analysis. The union of music and visuals is closest to
the work of the VJ (video jockey), who augments music with their
own visual performance. Dekker [21] quotes VJs themselves, who
comment on the mood-influencing effects of these visuals.

7.3 Design Implications
Our work informs the design of comic-based AR experiences in
two ways. First, the design space of comic elements along the sen-
sation and visual representation dimensions gives designers a quick
reference and generative power to incorporate these effects into
their applications. Second, our results demonstrate why designers
would want to use these effects. Beyond their ability to convey non-
visual sensations visually, they can enhance high-level experience,
direct attention, affect mood, trigger a suspension of disbelief, and
motivate users.

To help designers utilize these effects, our results identify factors
that can mediate the effectiveness of these elements. In particular,
the diversity and gradation in the effects, close proximity to the
user’s body, and tight connection to their actions can create com-
pelling effects. Being in the 3D world, users expect the elements to
respond to physics laws (such as gravity) and be interactive (such as
respond to touch). To increase user engagement, designers can also
have the elements show second-order responses to indirect contact
and user actions. For instance, shaking a drink before consuming
it should impact the number and motion of bubbles. Here, con-
cepts and visual effects from decades of research in games (such as
juiciness [36]) can inform the design of these animated responses.

Participants had different interpretations, experiences, and pref-
erences for the effects. To help with interpretation, questionnaires
or user data from recommender systems can be used to create ele-
ments customized to specific users. Ambiguous elements should
be avoided if possible and border effects can be used to make sure
the elements are discernible from the background. Animated pre-
view videos and other feedforward techniques [62] could also assist
in understanding. Designers should also include customization
mechanisms for users to select elements that they understand and
tune their visual saliency (including color, size, deviation from real-
ity), frequency, and the timing of the effects. These considerations
expand comic AR beyond merely replicating 2D comics into an
interactive medium for communication and experience. Given that
our comic annotations enhance, emphasize, or change the emotion
associated with an action or object similar to how emojis can in-
fluence the meaning of a sentence [71], they may have a similar
potential for transforming interactions in AR as emojis did through
text.

The negative effects observed during our study expose oppor-
tunities for harm, and designers should consider the possibilities
of misuse and safety hazards when creating comic-enhanced ex-
periences. Organizations might want to use the elements to make
their products more attractive and enhance the experience of using
them even if they are harmful to the user. This can mislead people
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or cause false associations between products and emotions lead-
ing to overuse or addiction, similar to how marketing influences
people. Given that the elements can also have a negative impact on
experience, they can be used in the opposite way to make a com-
petitor’s products seem terrible. With their ability to grab attention,
the effects can force the user to focus on objects they might not
even want to or cause cognitive overload. They can also be dis-
tracting, causing users to miss essential cues in their surroundings,
and hence should not be used when users need complete vigilance
during tasks. Since the elements may alter self-perception, care
should be taken such that they do not cause self-esteem and body
image issues or make individuals believe they can perform certain
physical feats when they cannot, leading to injury. Research on
ethics of extended reality technology [11, 24, 95] can further guide
these discussions. Compared to other augmented reality techniques,
however, our comic-inspired approach to conveying sensations is
easily distinguishable from the real world, something which the
participants also noted and appreciated. This property can be used
to help reduce some of the above-mentioned negative effects and
other possibilities for deception.

8 LIMITATIONS AND FUTUREWORK
Our study took place in a lab setting as objects needed to be vis-
ible to the tracking cameras at all times, and the Meta Quest Pro
imposed a maximum guardian size limit of 15m × 15m and had
issues with tracking outdoors. Thus, further developments in track-
ing technologies are required before this concept can be realized
practically for everyday use.

Future studies can further chart the user perception and ex-
perience of comic AR elements. Quantitative studies evaluating
the perceptual and experiential effects could be run on individual
elements to measure the extent of change in user perception or be-
havior compared to a baseline. Comparisons could be run between
different comic elements to find out what works best for the same
sensation. Such studies can also explore ways to control the granu-
larity of the degree of change in a sensation is altered by modifying
properties such as size, animation style, or color. AR experience
designers or game designers can also be involved in such studies to
help refine the properties of the individual comic elements. Another
avenue will be to examine user perception and experience of the
effects over time. With the growing community of XR enthusiasts
and hobbyists and rapid advances in body tracking, such studies
are increasingly feasible and can provide valuable insights into the
utility of comic AR for everyday applications. Furthermore, one
can develop a toolkit with a diverse set of comic AR elements from
the design space to facilitate the integration of these elements into
AR applications for researchers and practitioners.

Our work focused on senses relevant to AR, but the manipulation
of other sensations outside our technological reach can be explored
in the future. Can we use comic effects to not just alter sensations
related to actions and objects but also the internal state of our
bodies[22]? The need to puke is represented as the face turning
green or the cheeks turning larger and could this actually make
a person want to puke? Can birds flying around the head or the
eyes turning spiral make a person believe they are confused? A
challenge with these effects is that users do not see their own faces

while wearing an AR headset, but their image on reflective surfaces
could be a way to achieve these effects.

The comic elements in our study appear before or during an in-
teraction, and a further possibility could also be elements appearing
after actions. Comic effects could be applied to the environment
after a user finishes as an action to change perception. For example,
a halo appears on top of a user’s head after recycling to keep them
motivated to do so.

While comics are static and the world is dynamic, we use comics
as our source of inspiration over animation. We only wished to an-
notate objects and actions but not change how we move or behave
as done in animation [93]. With advances in tracking and genera-
tive artificial intelligence, future work can manipulate objects and
people in new, unconventional ways. For example, the animation
principle of “squash and stretch” could be applied to the fist instead
of our comic bursts to achieve the same effect of perceiving the hit
to be harder than it is.

Finally, our focus with this work was on an individual’s expe-
rience. Future work can explore how these effects impact social
interactions among users such as sports or social gatherings. Simi-
lar representations of emotions through emanata are an obvious
extension of the concept. Also, some comic elements in the design
space are not suitable for first-person view (such as trailing lines)
but can be effective when applied to the actions of other people. For
example, in group settings, how do people perceive others when
people apply different kinds of comic elements to themselves? Can
gold elements make someone feel sophisticated? Future studies can
answer such questions to further inform the use of comic elements
for collaborative settings.

9 CONCLUSION
We have presented a design space and evaluation of AR comic ele-
ments for augmenting objects and activities to convey non-visual
sensations and enhance everyday experiences. Drawing on the vi-
sual language of comics, we have identified a set of visual elements
that are suitable for use in an AR scenario. Our design space demon-
strates how elements can be used to convey sensations and, thus,
can serve as a reference for researchers and designers to help them
convey non-visual sensations in AR. Through eight demos, we have
illustrated the feasibility of such effects, and we have shown their
effectiveness through a qualitative evaluation. Our results point to
a wide range of applications for this form of augmentation, such
as in sports or entertainment. Comic effects have the potential to
enhance everyday activities to make them more engaging and to
influence users’ attention, expectations, and behaviors.
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