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Figure 1: We used generative AI to create a version of Little Red Riding Hood that can adapt to the viewer’s fear profile and
emotional state. Through changes in scariness level and personalized content additions the story is optimized to the viewer.

ABSTRACT
Advances in generative text-to-image models are enabling new
forms of personalized and adaptive media. We investigate the po-
tential of such techniques through a generative adaptation of the
fairy tale of Little Red Riding Hood. Specifically, we test two kinds
of adaptations: (1) continuously adapting the visuals based on a
face-to-emotion model, and (2) eliciting viewers’ fears and adapting
the story accordingly. In either case, the adaptive versions are de-
signed to make the story more scary and thus enhance the viewing
experience in this dimension. We compare both variants against
a baseline condition in a between-subjects study with 97 partici-
pants. Our results show that these adaptations significantly alter
the viewing experience, modulated by viewers’ genre preferences.
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1 INTRODUCTION
There has been a continuous shift away from shared media expe-
riences to more personal ones. In the early days of television, for
example, only few channels were available and the family gath-
ered around the single receiver in the home [7]. But with time,
the number of media offerings has grown, and the audience has
split alongside [39]. Today, few media events (e.g., world cup fi-
nals) draw in large numbers of synchronous viewers, and media
consumption is increasingly personal and on-demand [42]. This
trend is amplified by newer channels like Youtube, TikTok, and
Twitch, which allow an ever growing number of creators to reach
their audiences and viewers to watch recommended sequences of
clips tailored towards their interests. As described by Evens et al.,
preference for streaming video is also related to a desire for com-
munity building [17] and thus more personal media use should
not be understood as a trend towards individualization. For the
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case of TikTok, Lee et al. also point out that personalization can
support self-reflection and connection to others [32]. Interactive
video content, such as Netflix’s Bandersnatch [46], offers further
personalized experiences depending on each viewer’s choices. The
experiences here are reminiscent of “choose your own adventure”
books and “visual novel” video games. A form of implicit interac-
tive media are Varisco and Interlandi’s “unconscious and enactive”
interactive movie experiences, where the viewer’s emotional state
and eye gaze influence the content [53]. More personalized media
experiences and consumption promise to cater more closely to au-
diences [20] (e.g., by addressing smaller niches or tailoring content
to the identities and communities of viewers), thus improving the
overall viewing experience (as also described by Evens et al. [18]).

A recent trend for videos, which further pushes the personaliza-
tion of media experiences, is (semi-)automatic generation of content.
For example, Balanzategui described the rise of algorithmically-
generated “disturbing” Youtube videos aimed at children [3]. An-
other example are generated videos on platforms like Facebook
(e.g., for memorial videos [31]) that automatically splice together
photos and videos from users’ histories. In addition to algorithmic
video creation, an emerging class of AI systems also allows to create
video content from textual descriptions. For example, Meta’s Make-
A-Video [48] can generate short clips in different kinds of styles
from text, an image, an image pair, or another clip as input. With
ongoing improvements around generative AI, video content can
potentially be adapted to every viewer’s preferences and context.

With the technology advancing rapidly, a wide range of video
personalization and adaptation is possible. This could be changing
the style of a video from realistic to painterly, changing the hair
color of an actor or replacing them altogether, or adding ones own
pets to a scene. Yet, our understanding of the impact of such changes
is lagging behind the technological progress.Would it actually make
for a better movie watching experience if, for example, a viewer’s
preferred music and settings are worked into the film? Inversely,
could movies enhance an eerie mood by incorporating themes or
set pieces the viewer more strongly reacts to? We focus to better
understand the effects of adaptations and personalizations that alter
the overall tone of a narrative, specifically, how scary that story is.

We investigate this question for a concrete piece of media: a short
adaptation of the Little Red Riding Hood fairy tale. Its narrative and
setting provide a fitting framework to experiment with adaptations
that shift the tone towards being scarier. Using generative mod-
els, we transform a script of that story into a short movie with
animation and narration. In addition to the baseline (i.e., a neutral
rendition of the story), we explore two approaches: (1) a dynamic
viewing experience that continuously adapts the shown content
based on the viewers’ emotions, and (2) a personalized viewing
experience that modifies the story according to a viewer’s profile.
In both cases, the adaptations revolve around increased scariness of
the fairy tale, meaning that: (1) the dynamic approach offers two
levels of increasingly scary versions of the video, and that (2) the
personalized approach elicits viewers’ fears and then incorporates
these into the story. While this approach conceptually allows for
realtime adaptation of a narrative, we pre-generate the video clips
as the used generative models are currently not fast enough. In
summary, we investigate two research questions:

RQ1 How suitable are generative models as design material
for adaptive filmic experiences?

RQ2 Does adapting content for scariness with generative mod-
els result in a better experience?

We compared the three viewing experiences in a between-
subjects study with 97 participants and found effects for our adap-
tations, particularly on the perceived level of suspense. This is
modulated by viewers’ genre preferences, with participants who
like horror and thrillers particularly enjoying the experience. Par-
ticipants also found the noticeable AI-style of the generated videos
themselves interesting and novel. Our results show the potential for
adapting content to viewers through generative models. With most
of the adaptation driven by text prompts, this kind of generative
AI approach can be highly individualized and flexible.

2 RELATEDWORK
Our work builds on advances in generative images and videos, but
also connects to the area of interactive media experiences.

2.1 Generative Images
In their literature review, Ko et al. [30] pointed out the many tasks
and roles tackled with the help of generativemodels in HCI research.
They followed this up with artist interviews which further shed
light on the complex roles of such models in their creative process.
The target audience for Opal [36] instead are news editors, who
are enabled to generate news illustrations of improved quality and
range. Just as we use generative models to tell a fairy tale, the
StoryGAN [49] architecture was designed for “story visualization”,
generating image sequences that fit the overall themes of a story as
it evolves. StoryGAN maps sentences to images, but does not yet
connect them together for a continuous story video.

As generative models most commonly make use of text prompts
for input, that aspect of their use has received increased atten-
tion. For example, Liu and Chilton [34] have conducted a series of
experiments to better understand the effects of prompts and to con-
sequently derive design guidelines, such as to focus on the subject
and style parts of the prompt. An automatic method for improv-
ing prompts is RePrompt [57], which was designed to optimize for
emotional expressivity of the resulting images. Results showed that
images created from prompts improved through RePrompt better
aligned with the intended emotion as well as the input text. We
drew on these results in our own prompt engineering.

Two other methods for controlling the results of image-
generating models are Make-A-Scene [19] and Initial Images [43].
The former introduces a “scene layout” (i.e., an input image show-
ing the desired segmentation of the output) which yielded results
favored by human raters and also increases the controllability
of the image generation (demonstrated through a generated chil-
drens’s story). Initial Images also investigates complementary image
prompts for generative models. The results showed that such im-
ages help to better align the output with intentions and support
a range of aesthetics. In our work we apply the above methods
(image prompts in particular) in the creation of an interactive video
experience.
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2.2 Generative Video
While we focus on direct AI-generated video in this paper, there
are also other text-to-video approaches. For example, Wang et al.’s
Write-A-Video [55] pulls in and composes clips from video reposi-
tories based on an input text. Similarly, Yu et al.’s Text2Video [58]
augments text scripts with video game footage and images, to en-
able novices to create narrative videos. Another approach by Chi
et al. [8] uses synthesized talking heads as part of a system that
converts documents to video prototypes. Chi et al. [9] also showed
how tutorial scripts can automatically be turned into instructional
videos. With VScript [27], Ji et al. take this a step further and gen-
erate full scripts from a genre and some starting words, which are
then illustrated with suitable clips retrieved from a video database.
Finally, SmartShots [50] takes data tables as input and then com-
bines that with other media to generate data visualization videos.

Where the above systems are not fully generative, Meta’s Make-
A-Video [48] can create short video clips directly from input text,
images, and videos. Similarly, Google’s Imagen Video [25] and
Phenaki [54] have similar capabilities. Other recent examples in
that space are Text2Video-Zero [28] and VideoFusion [38]. Focusing
on dance videos, Wang et al. [56] show that a reference photo and
a set of target poses are enough to generate such content. On the
commercial side, runway Research’s Gen-2 and tools by Fulljour-
ney AI1 offer video generation as well. This next generation of
text-to-video models hints that the process is set to become more
powerful and approachable, further demonstrating the potential
for personalized interactive media as we describe it in this paper.

Closest to the approach taken in our work is Liu et al.’s Gen-
erative Disco [35] system. Using that system, users can annotate
moments during a song with textual descriptions and the system
then interpolates between these to generate music videos. Users can
freely segment a song into intervals, which they can also describe
using text. The system is able to suggest prompts based on the
user descriptions. During subsequent interpolation between user-
defined keyframes, the system also makes use of musical features
(i.e., its “energy”). Our generated videos are also based on keyframe
interpolation, albeit with guidance to ensure story alignment (i.e.,
consistent narrative and action) instead of fit to a music track.

2.3 Interactive Experiences
There is a long history of interactive experiences, which adaptive
media is a part of. For example, de Sena Caires’ [16] interactive
film, “Transparency”, demonstrated how viewer choices can result
in different recombinations of clips while maintaining a filmic nar-
rative. There have not been many interactive video experiences that
have reached a wider audience and we can thus look at for under-
standing their reception. An exception is Netflix’s Bandersnatch, for
which Roth and Koenitz have investigated audience reactions [46].
While their participants found that experience usable and overall
enjoyable, they also indicated a lack of agency and a feeling that
their choices did not matter much. This also manifested in limited
exploration of the different paths and endings. In contrast, we do
not require viewers to make active choices and instead implicitly
adapt the experience based on their preferences or reactions.

1https://research.runwayml.com/gen2 and https://fulljourney.ai/ respectively.

As Barber and Kudenko described [4], interactive narratives can
also be fully generated based on users’ preferences and actions.
Similarly, de Lima et al. [14] recombine narrative variations based
on personality profiles. Another example is work by Nakasone et
al., who developed a interactive storytelling model using rhetorical
structure theory [40]. Here, which story events take place is deter-
mined by structural criteria, but also to optimize for user interests.
Guerrini et al.’s [23] presented a form of interactive movietelling,
where AI is used to recombine video based on user specifications
(e.g., which characters should be included).

Approaches to interactive media that require active viewer
choices and manually designed branching are limited in complexity,
with effort commonly scaling with the number of possible com-
binations. Furthermore, visual adaptation has similar limitations
in such approaches, particularly if continuous change is desired.
Moving toward automated adaptations, such as via the generative
models we explore, has the potential to alleviate these limitations.

2.4 Emotion-Driven Experiences
“Emotion driven user experiences”, as described by Bisogni et al. [6],
adapt content to how a user feels at a given moment. Building on
previous work [1], they described two VR applications that incor-
porate emotion detection via webcam: a horror experience and an
air-hockey game. In both cases, the adaptations are small, such as
the ambient lighting in the room adapting to users’ expressions.
After a jumpscare occurs in the horror experience, the game waits
to detect fear and then transports the user to a serene and relaxing
scene. Emotion detection was also used by Damiano et al. [13],
albeit for a theater experience. Here, a camera films the audience
and emotion labels are determined for visible faces. This data is
mapped to a two-dimensional model of polarity (positive or nega-
tive) and intensity. Depending on the detected audience emotions,
different video clips were played back behind the performer, who
also engaged with the audience around these clips. As described
by Zhao et al. [60], viewers’ emotional reactions to imagery varies,
which makes it hard to predict how any one viewer would react
to generated imagery. However, they also showed that additional
(e.g., social) data enables better prediction of the viewer’s emotional
reactions, demonstrating the suitability of personalized adaptations.

Emotional state can also be inferred from bio-signals, such as
electromyography (EMG) or galvanic skin response (GSR). For ex-
ample, Gilroy et al. [21]monitor such signals and adapt the narrative
accordingly. Similarly, Liu et al. [37] used electroencephalography
(EEG) signals to personalize advertising, such as by adjusting colors
to counter low arousal. Cohendet et al. [12] used EEG readings to
record the viewer’s emotional responses and describe how this then
can be used to create “emotional interactive movies”. As Kirke et
al. [29] demonstrated, adaptation can also work for groups. They
recorded several bio-signals from four different viewers and then
derived a group measure of emotional arousal. Based on this arousal
reading the shown movie then adapts live and switches between
clips to adapt the narrative to the audience.

Just as with interactive experiences, manually designed emotion
adaptations is limited in possible complexity. Generative emotional
adaptations again have the potential to reduce required effort and
open up how much adaptation is feasible.

https://research.runwayml.com/gen2
https://fulljourney.ai/
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Figure 2: We created three variants of the experience: (1) a baseline one in a neutral tone, (2) a dynamic one that can get scarier
in two levels, depending on the detected viewer emotions, and (3) a personalized one that adds additional interludes and endings
based on a user’s fears. Potential paths through the video material are shown here as arrows crossing the available scenes.

3 GENERATIVE LITTLE RED RIDING HOOD
We build upon the fairy tale of “Little Red Riding Hood” to create a
generative interactive media experience. In that tale, a girl is on her
way to visit her grandmother and meets a wolf that convinces her
to take a detour. The wolf uses that time to rush to and eat the girl’s
grandmother, then disguising itself as said grandmother andwaiting
for the girl. When the girl arrives at the grandmother’s house, she
is puzzled by the wolf in disguise and questions it. At that point the
wolf also eats the girl, with some versions of the tale continuing
to have a woodcutter come by to rescue the girl and grandmother
from inside the wolf. As de Lima et al. described, several variants
of the story exist [15] which can also be recombined to create
additional versions. In fact, in subsequent work they presented an
interactive storytelling system that adapts the narrative according
to personality profiles [14]. The story than varies, for example, in
which path is taken to the grandmother’s house.

We adapt the first part of the tale, up to where Little Red Riding
Hood and the wolf part ways. Hence, our story takes place solely
in the forest and only includes the characters of Little Red Riding
Hood and the wolf. Both characters are visually distinct and easily
identifiable, which is beneficial for generative media. Furthermore,
the forest setting allows for a good amount of visual variation and
thus for us to experiment with different modifications of the scene.
Our script is based on a play2, which has the advantage of being
more concise and simple than the original fairy tale. We further
split the script into scenes along narrative and acting character
boundaries. Each scene then translates into a clip to be generated.

We create three different versions of our Little Red Riding Hood
adaptation: (1) a baseline version with just one visual style and neu-
tral tone, (2) a dynamic version that supplements the baseline with
a “scary” and a “very scary” variant, and (3) a personalized version
that, based on a choice of fears (snakes, spiders, gore, drowning,
heights), adds additional interludes and endings to the story. The
used script and scene information is available in Appendix A, see
Figure 2 for an overview of the story variants. Depending on the
viewed version, a sequence of the generated clips are then presented
to the viewer. For the baseline and personalized versions, this is
a static sequence, while the dynamic version changes which clips
are shown during the viewing. Because the generative models used

2https://www.allansonstreetprimary.co.uk/wp-content/uploads/2020/12/Little-Red-
Riding-Hood-Play-script.pdf

for video generation are too slow for realtime use, all clips are pre-
generated. However, as video generation improves the process we
describe here would also work for realtime adaptation of narratives.

3.1 Generative Narration
We generated the narration audio using the ElevenLabs Prime Voice
AI3 text-to-speech software. Furthermore, we added ambient and
effect sounds to the clips to supplement the narration. This includes,
for example, growling noises for the wolf, rustling bushes, stream-
ing rivers, and rock slides. We mixed together the sound effects
with the narrator audio, placing them manually to fit the narration.

3.2 Generative Video
Text-to-image and text-to-video generation are fast moving areas
with newmodels released regularly. We picked Stable Diffusion [44]
for our project, as an open-source and freely available option. Specif-
ically, we used Stable Diffusion v1.54 as a base model. Stable Diffu-
sion has been trained on a wide range of images and styles, but has
not been fine-tuned to any specific image category. For our fairy
tale setting, we desired a semi-realistic style and it was particularly
important to us that the visuals for Little Red Riding Hood and the
wolf were of high quality. We hence turned to DreamShaper v45 as a
model that has been fine-tuned for this very purpose. Furthermore,
selecting a model with a specific style also aids visual consistency
of the generated material.

We used the AUTOMATIC11116 web-based user interface (ver-
sion 1.2) for controlling Stable Diffusion. We used several tech-
niques within that environment to generate images, but primarily
the text-to-image and image-to-image features. The former uses a
pair of text prompts (positive and negative) for input, while the
latter supplements this with an image the output should be based
on as well. To generate videos, we used the Deforum7 extension for
Stable Diffusion (integrated into the web interface8). In particular,
we made use of a feature for interpolating between two images, by
repeatedly running the image-to-image process. This allowed us
to first generate keyframes for each clip and then fill in interme-
diate frames. We also used ControlNet [59], which enables more

3Available at https://beta.elevenlabs.io/
4See https://huggingface.co/runwayml/stable-diffusion-v1-5
5See https://civitai.com/models/4384/dreamshaper
6See https://github.com/AUTOMATIC1111/stable-diffusion-webui
7See https://deforum.github.io/
8Using https://github.com/deforum-art/sd-webui-deforum
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fine-grained control over where things should be in a sequence of
frames. This, in combination with iterative prompt design, allowed
us to achieve acceptable levels of visual consistency. With advances
in this area (e.g., Midjourney’s upcoming “consistent characters”
feature9) such tight control will likely be less needed in the future.

3.2.1 Overall Prompt Design. While there are some design guide-
lines for image-generation prompts (e.g., [34]), this still is a process
that requires exploration and experimentation. Hence, in our own
process we primarily tried out a wide range of prompt variations
to see what works well for our story. One aspect of the design is
the selection of terms for the positive and negative prompts that
steer the text-to-image model towards higher quality output. For
example, our positive prompts commonly include terms like ‘cin-
ematic’, ‘high resolution’, ‘high detail’, ‘8k’, and ‘intricate sharp
details’. On the other hand, we list artifacts to avoid in the negative
prompt, such as ‘long neck’, ‘bad anatomy’, ‘extra arms’, ‘missing
legs’, ‘poorly drawn face’, and ‘disfigured’. Furthermore, this also
includes abstract terms like ‘jpeg artifacts’, ‘text’, ‘signature’, ‘user-
name’, ‘watermark’, and ‘low res’, which we include to avoid some
issues related to the quality of the training data.

3.2.2 Artists. Apowerful way to steer the artistic style of generated
images is to refer to the art of others. For example, instead of
requesting Cubist art in general, asking for images in the style
of Picasso further focuses the process. We refer to two artists in
particular: Thomas Kinkade and Tomasz Alen Kopera. Thomas
Kinkade is known for his idyllic and pastoral landscape paintings
and we hence refer to him in scenes that primarily depict scenerie.
On the other hand, Tomasz Alen Kopera’s work commonly has a
more surreal, dark, andmysterious tone and often features creatures
and characters. These are desireable features for clips like those
showing the wolf, but also closeups of Little Red Riding Hood.

3.2.3 Text-to-Image Parameters. The classifier free guidance scale
parameter controls how much the given prompts influence the
image generation process. It ranges from 1–30, where low values
allow the model to deviate more and high values exert more control.
At the extremes this leads to images not aligning with the prompt
and artifacts, so commonly values in the range of 5–15 are recom-
mended. The default value is set to 7, which is also what we use
throughout this project.

We picked the Euler Ancestral sampling method for the denoising
process. As an ancestral sampler, it does not always converge on the
same result, but on the other hand creates a wider, “more creative”
set of results. With this sampler, the number of sampler steps also
has a larger in influence on the results. We use 20 sampler steps for
all clips we generated.

3.2.4 Image-to-Image Parameters. In addition to the text-to-image
prompts, we also employed initialization images for most scenes.
This allowed us to better specify how we would roughly like the
scene to be arranged (see Figure 3 for an example). We use both
generated and existing images for these initialization images. In
case of the former, we combined text-to-image prompts with a
follow-up image-to-image optimization. For the latter, we pulled

9See, for example, https://www.theverge.com/2024/3/12/24098282/midjourney-is-
testing-a-highly-requested-consistent-characters-feature

Figure 3: For many scenes we used initialization images (left),
which we then augment with additional prompts to generate
the final frames (right) for our clips.

in online images that fit the desired scene composition and style.
We made manual additions to some of these online images and also
further modified them with image-to-image prompts.

3.2.5 Animation Parameters. With Deforum, our video clips are
generated through a process of repeated image-to-image executions.
We used a frame rate of 12 fps for our videos, which is common
in animation. This aligns well with our visual style and also ac-
centuates how the clips are generated. The noise and variation of
the generative models shows as visible morphing and blending
between frames. Instead of jerky frame-by-frame animation, the
resulting imagery is more akin to a smooth interpolation between
related images. We combine this with the slight zoom and panning
effect of Deforum to make the clips more animated.

An important parameter for this process is the strength schedule,
which determines how much a previous frame influences the next
one. We use values between 0.55–0.75 for the strength schedule,
depending on the scene and content within. For example, setting it
to lower values creates sequences that are more eery, with visual
elements shifting around more. The cadence parameter on the other
hand determines how many frames are generated through diffusion
and how many are interpolated. We use a cadence of two which
means that every other frame receives diffusion. This creates more
vivid video, but comes at the cost of more flickering and higher
computational cost.

3.2.6 ControlNet. For some scenes we required more fine-grained
control over the movement within them. For example, when Little
Red Riding Hood walks down a path in the forest, we found that
a text prompt on its own was not sufficient to generate this with
the tools at the time. Here we make use of ControlNet where the
generated frames are further constrained to a secondary input.
This can be skeletal animations, depth images, facial expressions,
or scribbles, with us using the latter. With scribbles, outlines and
edges define where image features in the final output should be
located. We use a manual process with hand-drawn and animated
scribbles that provide a coarse reference sequence. Figure 4 shows
an example of how this only requires little detail but can generate
the desired sequence. This level of control was not necessary for
most clips, given they did not contain movement of characters, and
we thus only used ControlNet in about a quarter of the scenes.

https://www.theverge.com/2024/3/12/24098282/midjourney-is-testing-a-highly-requested-consistent-characters-feature
https://www.theverge.com/2024/3/12/24098282/midjourney-is-testing-a-highly-requested-consistent-characters-feature
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Figure 4: We used ControlNet for more fine-grained steering
of the generated animations. Shown here is the input scrib-
bles (top) and resulting frames (bottom) for a sequence of
Little Red Riding Hood walking through the forest (left to
right: frames 1, 30, 60, and 90).

Figure 5: In addition to the neutral baseline (left), the dy-
namic version of our story also offers a scary (middle) and
very scary (right) variant.

3.3 Dynamic Condition
The dynamic condition adjusts the scariness of the story as it is
being watched. This aims to provide a suitably scary experience
for different viewers, optimizing for this aspect of the story. We
vary scariness in three levels: neutral (i.e., the baseline experience),
scary, and very scary. The two scarier versions of clips are generated
through prompt changes from the baseline, maintaining the overall
narrative while adapting the visuals.

To make clips scarier, we add terms such as ‘aggressive’, ‘evil’,
and ‘nightmare fuel’ to the positive prompt and terms like ‘colorful’,
‘life’, ‘green’ to the negative prompt. For the very scary version
we accentuate this further, such as by asking for ‘very aggressive’
within the positive prompt. We show an example of these prompt
differences for one clip in Appendix B. Figure 5 also shows a com-
parison of the three levels of scariness within one scene.

We switch between the different levels of scariness on a clip-by-
clip basis. Thus, at the end of a clip, before the next one is played,
we determine which level is appropriate. If the viewer is too scared,
we tone it down and if they are not scared we increase scariness.
In lieu of a continuous measure of how scared the viewer is at
a given moment, we chose a scheme that only relies on discrete
emotion labels. As shown in Figure 6, we base our adaptation just
on whether the emotion of ‘fear’ was detected in the viewer or
not. Emotion detection always runs for the whole current clip and
represents the prevalent emotion during that time.

Fear Detected Neutral Detected

Neutral
Variant

Very
Scary

Variant
Scary

Variant

Figure 6: The dynamic viewing experience switches between
three levels of scariness, depending onwhich emotional state
is detected for the viewer. Switches happen based on (one
arrowhead) the detected emotion from the current clip, or
(two arrowheads) the detected emotions from the current
and previous clip.

When viewers did not feel fear during a clip, we increase the
scariness level in the next one and conversely decrease it if they did
feel fear. Furthermore, to move from ‘scary’ to ‘very scary’ and from
‘scary’ to ‘neutral’, we require that the corresponding emotion was
not just prevalent during the current clip, but also the one before
that. This ‘sticky’ logic was chosen to prevent too much oscillation
between the three scariness levels. As the dynamic condition (as
well as the baseline condition) contains 17 scenes altogether, there
are 16 potential instances for a shift in scariness level.

3.4 Personalized Condition
In the personalized condition the story is modified to cater to in-
dividual users. Given that the clips are created with a generative
model, a wide range of adaptations can be performed. In line with
the overall approach of our project, our personalizations also focus
on scariness and how to make the story more scary for individual
viewers. In contrast to the dynamic condition, the personalizations
are driven by viewer profiles entered before the story is watched.

Given the goal of scariness, we decided to personalize the story
based on viewers’ individual fears. Specifically, we incorporate a
set of five fears: (1) arachnophobia, the fear of spiders, (2) ophidio-
phobia, the fear of snakes, (3) hemophobia, the fear of blood and
injuries, (4) acrophobia, the fear of heights, and (5) thalassophobia,
the fear of deep water. We selected these from among common
fears [2], but also for their suitable integration with the given story.
For example, fears of crowds or public speaking are impossible to
integrate with the story of Little Red Riding Hood.

As shown in Figure 2, we insert personalized content in three
places of the story (also see Figure 7). First, as Little Red Riding
Hood walks through the forest, she stops to pick up a flower. As she
grabs it, she is startled by either spiders, snakes, or a gory display,
depending on the picked fear. Later on, Little Red Riding Hood is
walking on the wrong path the wolf sent her on. Here, she again
encounters a representation of her fears (either spiders, snakes,
or gore), which terrifies her and makes her run away. Finally, we
end the story with one of two personalized endings, with Little
Red Riding Hood either drowning, or falling to her death. The
choice here depends on whether viewers indicated a stronger fear
of heights or deep water.

4 EVALUATION
We compared our two interactive video experiences against the
baseline condition in a between-subjects study.
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Figure 7: The personalized version of our story adds two in-
terludes (left andmiddle column) and endings (right column)
based on the viewer’s reported fears.

4.1 Participants
We recruited 97 participants (age 19–59, M=24.6, SD=5.9; 17 women,
79 men, and 1 who preferred not to disclose) around our institution.
Participants provided informed consent and were not reimbursed
for their participation. We randomly assigned participants to one of
the three story versions, resulting in 31 of them watching the base-
line condition, 31 the personalized condition, and 35 participants
watching the dynamic condition.

4.2 Apparatus
The study was run on desktop computers with a Logitech c930e
webcam attached and a headset connected. Participants sat down in
front of this computer to watch the videos and listened to the audio
through the headset. We ran this study in quiet and low-traffic
shared spaces on campus, where participants were not disrupted,
but also not sitting on their own. In the baseline and personalized
conditions the video to watch is fixed, but for the dynamic condition
many different clip sequences are needed. Hence, we use a video
streaming setup where a server generates an MPEG-DASH stream
that is then shown to participants in a web application. That server
at viewing time then splices together the clips as needed for a
seamless viewing experience on the client side.

In the dynamic condition, our viewing application also continu-
ously streams webcam images to a server for the emotion detection.
There, we first find the face in the image (using OpenCV’s HAAR
cascade classifier) and then crop and rescale that area. This data is
then processed by a custom model we trained for emotion recogni-
tion. Building on the Xception [10] architecture, we further train
that model with the FER2013 dataset [22]. This dataset contains

Table 1: Participants answered 11 questions across three dif-
ferent factors: enjoyment, curiosity, and suspense.

Question Dimension

The experience was enjoyable Enjoyment
The experience was exciting Enjoyment
The experience was pleasant Enjoyment

During the experience, I felt curious Curiosity
During the experience, I felt interested Curiosity
During the experience, I felt stimulated Curiosity
During the experience, I felt bored (R) Curiosity

I found myself staring at the screen in anticipation Suspense
I found myself wishing for a particular story outcome Suspense
The story did not affect me (R) Suspense
Some moments were rather suspenseful Suspense

Note: (R) = reverse scored

35887 images across seven emotion dimensions, including “happy”
(8989 images), “neutral” (6198 images), and—most relevant for our
purposes—“fear” (5121 images). We only used images for these
three emotions (20308 images overall), reserving 20% for testing
and using the rest for training. We trained for 25 epochs with a
batch size of 32 and made use of data augmentation10 to increase
the amount of training data. Cross-validation with the resulting
model showed an overall accuracy of 75% on the test set (62% for
fear, 94% for happy, and 59% for neutral). The emotions detected by
this model are streamed back to the viewing application.

On the client side, we cache emotion labels during a clip and then
compute overall emotion when it is time to request the next one. We
label a viewing of a clip as “fearful” if 10% or more of the webcam
frames were labeled as fear and as “neutral” otherwise. We do this
because scared reactions can be short and we deem some presence
of fear to be sufficient for a scary viewing experience overall. This
approach also has the benefit of alleviating low emotion labeling
accuracy. As some time is needed to request the next clip and queue
it up in the stream, we send this request four seconds before a clip
ends.

4.3 Measures
Our adaptation of Little Red Riding Hood constitutes an interac-
tive storytelling experience. For such experiences, Roth has de-
scribed [45] a range of concepts and measures from which we draw
for our own evaluation. Namely, we adapt items on enjoyment [45,
p. 45], curiosity [45, p. 47], and suspense [45, p. 51]. As not all items
were applicable for our form of interactive storytelling, we did not
include the full scales, but selected the items appropriate for our
situation (see Table 1). Participants rated these items on 5-point
Likert scales.

4.4 Procedure
All participants first provided informed consent where we also let
them know of the study purpose and that they could stop partici-
pating at any time. With our experience designed for scariness, this

10Using Tensorflow’s ImageDataGenerator.

https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/image/ImageDataGenerator
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was important so participants would not feel stuck in an unpleas-
ant situation or out of control. This also addresses the main ethical
concerns around uncomfortable interactions, previously raised by
Benford et al. [5]. Participants then answered some questions on
their video viewing preferences. We asked how often they watch
short (<30 minutes), medium (30–60 minutes) and long (>60 min-
utes) videos, and whether they enjoy (yes/no answers) the genres
of horror, thriller, and fairy tale. Participants in the personalized
condition were also asked to rate a selection of fears on a five-point
scale (Low–High). For each fear (spiders, snakes, gore, heights, deep
water) we showed four representative images and asked “How un-
comfortable do these images make you?” This data then determines
which kind of personalizations the participants see, with the clips to
use based on their highest ranked fears among the set used for the
interludes (i.e., spiders, snakes, or gore) and the ones used for the
endings (i.e., heights or deep water). The distribution between the
six personalized variants was not uniformwith 13 participants most
afraid of spiders and heights, followed by spiders and drowning (7),
gore and drowning (4), gore and heights (3), snakes and drowning
(3), and snakes and heights (1). After watching the video for their
assigned conditions, participants then answered the 11 questions
on the viewing experience. Participants could also leave comments
on the form as well as during the post-experience conversations
we had with them.

5 RESULTS
First, we checked for reliability of the used scale by computing
Cronbach’s alpha values. The resulting alpha valueswere acceptable
for enjoyment (0.56), curiosity (0.75), and suspense (0.53). We thus
compute and retain all three measures for subsequent analyses, also
referring to Schrepp’s [47] recommendations for handling of alpha
values in studies of user experience. The individual responses (see
Figure 8) show some variation within each of the three measures.
For example, within the enjoyable measure (first three questions)
the personalized videos were seen as more exciting, but as less
pleasant than the baseline, possibly due to our personalizations
focusing on making content scarier.

For each measure we then fit a linear model with video condi-
tion and the three viewing preferences as predictors. We then used
stepwise model selection to determine the best fitting model. All
three models include condition and horror as predictors as well
as their interaction, condition:horror. For enjoyment and cu-
riosity, fairytale, thriller as well as the interaction of horror:
thriller are included. Furthermore, the curiosity model also con-
tains fairytale:thriller and condition:fairytale. Table 3 in
the appendix provides full details on these models.

Table 2 shows the results of ANOVAs for the three models. This
shows that which factors significantly influenced a measure varies
across them. The video condition on its own was a significant pre-
dictor for curiosity and suspense. Figure 9 also shows these main
effects, with differences most pronounced for suspense ratings.
Post-hoc testing with pairwise t-tests and holm-bonferroni correc-
tion showed a significant difference between the baseline and the
dynamic condition for suspense (𝑝 < 0.01).

Our analysis showed several main effects for genre preferences.
As shown in Figure 10, liking any of the three genres overall lead to
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Figure 8: Distribution of participant responses for the three
video watching conditions. Questions per Table 1.
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Figure 9: Differences between the three video watching con-
ditions on the three experience measures.

an increase in enjoyment and curiosity. Post-hoc t-tests with holm-
bonferroni correction showed significant differences for viewers
liking horror on enjoyment (𝑝 < 0.01) and curiosity (𝑝 = 0.02) as
well as for viewers liking thrillers on curiosity (𝑝 = 0.02).
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Table 2: Results from separate ANOVAs for the three mea-
sures of video watching experience.

Measure Factor SS df F p-value

Enjoyment Condition 1.02 2 1.62 0.20
Enjoyment Fairytale 1.10 1 3.50 0.065
Enjoyment Horror 4.64 1 14.78 < 0.001 ***
Enjoyment Thriller 1.85 1 5.90 0.017 *
Enjoyment Horror:Thriller 5.24 1 16.67 < 0.001 ***
Enjoyment Condition:Horror 1.50 2 2.38 0.099

Curiosity Condition 2.44 2 3.18 0.047 *
Curiosity Fairytale 0.60 1 1.58 0.21
Curiosity Horror 1.72 1 4.49 0.037 *
Curiosity Thriller 2.56 1 6.69 0.011 *
Curiosity Horror:Thriller 1.55 1 4.04 0.048 *
Curiosity Condition:Horror 2.39 2 3.12 0.049 *
Curiosity Fairytale:Thriller 1.27 1 3.32 0.072
Curiosity Condition:Fairytale 1.73 2 2.25 0.11

Suspense Condition 5.39 2 6.37 0.003 **
Suspense Horror 1.12 1 2.64 0.11
Suspense Condition:Horror 2.02 2 2.39 0.097

Note: * 𝑝 < 0.05, ** 𝑝 < 0.01, *** 𝑝 < 0.001
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Figure 10: Participants’ genre preferences had an effect on
their level of enjoyment and curiosity.

In addition to effects of individual genre preferences, there
are also interactions between them. In particular, our ANOVA
results (see Table 2), showed a significant interaction effect for
horror:thriller. Post-hoc t-tests with holm-bonferroni correc-
tion showed several significant differences. For enjoyment, people
disliking all three genres differed from those liking just thrillers
(𝑝 < 0.001), just horror (𝑝 < 0.001) as well as both horror and
thrillers (𝑝 < 0.001). The same holds for curiosity with 𝑝 = 0.02,
𝑝 = 0.02, and 𝑝 < 0.01 respectively. As Figure 11 shows, peo-
ple disliking all three genres in general stand out from all other
combinations of genre preference. The effect of horror and thriller
preferences was most pronounced, as also shown in Figure 12.
Noteworthy here is that viewers who like just horror enjoyed the
experience more than those who also liked thrillers, albeit at a
non-significant level (𝑝 = 0.06).

Condition effects are also modulated by genre preferences, in
particular with respect to curiosity. The only significant predic-
tor here was condition:horror, which we further investigated
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Figure 11: The three genre preferences overlap with partici-
pants liking none, some, or all of them. This results in dif-
ferences in the viewer experience measures.
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Figure 12: There were significant interactions between pref-
erences for the thriller and horror genres.

with post-hoc t-tests with holm-bonferroni correction. This showed
a significant difference in curiosity ratings between viewers not
liking horror watching the baseline condition and viewers liking
horror watching the personalized condition (𝑝 = 0.04). There also
was a significant difference in suspense between the same baseline
viewers and viewers of the dynamic condition who did not like
horror (𝑝 = 0.03). In the former case, personalized video increased
curiosity by 0.7 points and in the latter case the dynamic video
increased suspense by 0.66 points. If we focus only on those partic-
ipants liking horror and compare conditions, pairwise t-tests with
holm-bonferroni correction show a significant difference between
the baseline and the personalized variants for curiosity (𝑝 < 0.01).
For participants not liking horror, the same test shows significant
differences between the dynamic variant and the baseline (𝑝 = 0.01)
and personalized (𝑝0.02) variants for suspense. If people liked hor-
ror the personalized variant provided the most curiosity inducing
experience and if they did not like horror then the dynamic condi-
tion created the most suspense.
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Finally, we took a closer look at the shown sequences in the
dynamic condition. In general, the actually watched clips tended
towards scarier versions as few participants exhibited signs of fear
when watching the baseline version. We then checked whether
the mean scariness level and the variance in scariness level had an
influence on the responses using linear models. Neither the former
(𝑝 = 0.50 for enjoyment, 𝑝 = 0.24 for curiosity, and 𝑝 = 0.18 for
suspense) or the latter (𝑝 = 0.14 for enjoyment, 𝑝 = 0.07 for cu-
riosity, and 𝑝 = 0.22 for suspense) showed a significant effect. This
confirms that participants actually had a fairly uniform experience
in the dynamic condition, as also indicated by the average clip
scariness of 1.6 on a 0 (neutral) to 2 (very scary) scale.

5.1 Participant Comments
Only a few participants used the opportunity to provide written
comments at the end of the study. These were 16 participants,
similarly spread across the conditions (4 baseline, 5 dynamic, and
7 personalized). We list them here, annotated by the participant
age, gender, and which video condition they were a part of.

Many of the participants’ comments were on the visual style of
the video: “The way the images were merged/changing was a bit
uneasy on the eyes” (F24, baseline), “The visuals of the video was
different in a good way” (M22, baseline), “The only reason I found
the video interesting,was because of the shifting images. It a well-
known story, so the pictures was the only new thing for me” (M23,
baseline), “The art style of the video was something completely
unique, in a good way” (M26, dynamic), and “I found the images
the most interesting part of the experience” (M26, personalized).

On the other hand, the video style also was distracting and dis-
orienting for others: “It was somewhat disorienting” (F24, dynamic),
“I felt it was a bit uncomfortable with switches between images that
didn’t quite match with the previous image. A bit like stuttering”
(M24, dynamic), “I honestly got very distracted by the (I assume AI
generated) picture of a wolf which suddenly had two lower jaws. I
felt more like a disjoint and surreal video than an engaging story. I
was honestly mostly curious about what would be generated next —
I cannot recall many of the details of the story.” (M29, personalized),
and “It was somewhat disorienting” (F24, dynamic).

Two participants also commented on the audio, noting that “The
voice didn’t quite match the expression in the video” (M24, dy-
namic), and desiring “some kind of underlying music, creating a bit
more suspense or something?” (M21, personalized).

Lastly, a few participants commented on story elements and
the overall experience: “The last sea monster came very suddenly
without any build up, which was more funny than scary. And the
wolf was more goofy than scary” (M23, personalized), “The wolf
got a cuter expression at one point, which ruined the story a little,
because you had to perceive it as dangerous” (M24, dynamic), “I did
not like big spider :(” (M27, personalized), “Poor Little Red Riding
Hood :(” (F27, personalized), and “Exciting” (M22, personalized).

6 DISCUSSION
How much participants enjoyed and got engaged by our story de-
pended on the version they saw, but also on their genre preferences
in general. Given the subject matter as well as our manipulation
around fears and scariness, this influence of genre preference is not

surprising. This is, for example, in line with results by Thompson
et al. [51], who found that genre preference affected enjoyment of
as well as attention and connection to a movie. We also found an
effect of genre preference on curiosity, with people liking horror
experiencing more curiosity. Work by Clasen et al. [11] provides
clues to the potential reasons behind this link, as they found that
people liking the horror genre in general are more sensation seek-
ing. This is also mentioned by Hoffner and Levine [26] in their
meta-analysis on the enjoyment of fright. Furthermore, they point
to aggressiveness and empathy as predictors, with people who are
more aggressive and have less concern for others enjoying horror
more. Relevant to our results, given our predominantly male sample,
is that Hoffner and Levine also report sex and age to be predictors
of this enjoyment. Males and adolescents enjoy horror the most,
with this enjoyment decreasing for younger as well as older viewers.
Thus, our sample likely tended to enjoy horror—and thus also our
manipulations—more than the overall population would.

In our study we saw overall effects of condition, but only one
significant post-hoc test for the difference between the baseline and
the dynamic variant for suspense. Given that the dynamic condition
tended towards scarier clips, this is then not necessarily due to the
dynamic adaptation, but could just be due to that overall increase
in scariness. The differences are more pronounced once we focus
on participants with specific genre preferences, horror in particular.
Between the conditions, those not liking horror differed in suspense,
while those liking horror differed in curiosity. One finding here
is that those liking horror rated the personalized variant higher
for curiosity. This hints that personalization got people already
interested in the genre more engaged. Such an effect is in line
with previous findings, such as by Peng et al. [41], who found
that personalized animated movies got viewers more intrigued and
invested compared to a non-personalized control. Moreover, with
their gaze-based video personalization system, Heck et al. [24] saw
positive effects of personalization on attention and involvement.

Similarly, we saw that for participants not liking horror the dy-
namic variant created a feeling of more suspense. A reason for this
could be that this condition is less predictable than the other ones,
with potential shifts in scariness. As Lehne and Koelsch [33] note,
uncertainty is a key component of suspense experiences. Given that
the dynamic experience currently only varies scariness, this effect
of suspense could be enhanced by introducing additional dynamic
components, such as adding eery music depending on the viewers’
emotional state.

Instead of personalization aiming at increasing the horror as-
pects of the story, a more fitting approach for viewers not liking
horror might be to personalize other aspects, such as the setting or
characters. As systems like EmoWare [52] have demonstrated, per-
sonalization can also be performed across videos, where emotional
reactions to one determine which one to show next. Combining
within-video adaptations like ours with across-video personaliza-
tion could thus further enhance the viewing experience.

6.1 Limitations
The extent of our story adaptations was limited by the capabilities
of the used generative models as well as the amount of manual labor
that was still required in the workflow. Due to this, the control over
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movement in the scenes was limited and some aspects of animation,
such as lip-syncing the characters with the audio were not feasible.
Furthermore, the generated clips all exhibit a noticeable “AI style”
with morphing features and scene objects blending in and out.
These kinds of technical limitations of the underlying models are
an active area of improvement, so future work will likely be able
to create better clips with more control. This in turn will enable
a larger number of adaptations, where our cost per variant was
too high to implement and test more than the five personalizations
and three scariness levels we cover. The focus on one specific story
also means that it remains unclear whether the results generalize
to other narratives.

Another limitation is our participant sample, which was mostly
male and with an average age of 25. This was suitable for our chosen
approach to adapt a story for scariness and fears, but it is unclear
whether the found effects translate to more general audiences and
other stories and themes. As the story itself and the adaptations are
intimately connected, the results are also specific to this story. For
example, while we incorporate common fears, they are instantiated
in specific story moments with the character of Little Red Riding
Hood. It remains an open question whether the same addition of, for
example, snakes yields similar results in other stories and settings.

6.2 Implications
Reflecting on our initial research questions, we find that generative-
AI indeed allowed for complex yet semi-automated content adapta-
tions (RQ1) and that such adaptations indeed have an influence on
the viewer experience (RQ2). Where manual content creation limits
the amount of adaptivity in interactive media, use of generative
models opens up a much wider range of cost-effective adaptations.
Where we already saw an effect of adaptation, we posit that more
extensive and more fine-grained adaptations will enhance this fur-
ther. But this process also raises new issues for content creators,
such as how to best define the boundaries for generative models.
In our process, we did this with extensive prompt design and com-
mon keywords and descriptions for scenes. However, while this is
more flexible than traditional video creation, it is not clear this is
sufficient for more dramatic adaptations. For example, if we allow
viewers to adapt the geographic setting of a narrative (e.g., having
it take place in their home town) then different kind of constraints
might be needed for different locales.

7 CONCLUSION
Generative models enable new and more flexible ways to create
media, which opens up a new space for content adaptation and
customization. We have presented a generative version of the fairy
tale of Little Red Riding Hood, where the story can (1) dynami-
cally adapt along three levels of scariness, or (2) be extended with
sequences personalized to a viewer’s fears. The former incorpo-
rates camera-based emotion recognition for view-time adaptation,
while the latter builds on viewer profiles elicited beforehand. We
tested the two variants and a neutral baseline in a user study with
97 participants. Our results show that the viewed version as well
as the preferences of the viewers had an effect on the viewer expe-
rience. Furthermore, preferences and story variants interact, and

people liking the horror genre, for example, differ in their recep-
tion from those that do not. These findings show the potential for
AI-generated media to cater more closely to viewers, extending and
altering stories to make them align with individuals’ preferences.
As our results are for one specific narrative, future work needs to
investigate whether this translates to other settings, but also to
other groups of viewers. With the rapid and ongoing improvements
of generative models, further customization and adaptation are
being opened up. Furthermore, where our process still required
substantial manual control and oversight, models such as Runway
Research’s Gen-211 are enabling direct generation of video clips
with much more fine-grained control over the output. Our work
shows a concrete application of this technology and the potential
of the resulting media experiences.
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A SCRIPT
The three conditions include different kinds of clips. The baseline
condition only includes the “neutral” variant clips. The dynamic
condition includes clips with “neutral”, “scary”, or “very scary”
variants and the specific video is picked dependent on the user
state. In the personalized condition, the “neutral” variant clips are
supplemented with personalized clips. These are two interlude clips
that show either “snakes”, “spiders”, or “gore”, a transition clip, and
one of two personalized endings: “drowning” or “falling”. Also see
Figure 2 for an illustration of the different variants.

A.1 Main Story
Clip 1 (13 seconds).

Narrator: “Little Red Riding Hood went through the forest
with the little basket in her hand. She wanted to pick some
flowers for her grandmother, so she went off the road to find
some. (Pause 1sec) She looks down on the forest floor.”

Visuals: Little red riding hood that walk through a forest path
with a basket in her hand.

Variants: neutral, scary, very scary

Clip 2 (6 seconds).

Narrator: <silent>
Visuals: The forest floor.
Variants: neutral, scary, very scary

Personalized Interlude Clip 1 (21–26 seconds).

Narrator: “Unbeknownst to the girl. She wasn’t the only one
interested in the flower.”

Visuals: She bends down to grab it, but is startled by what she
fears the most.

Variants: spiders, snakes, gore

Clip 3 (10 seconds).

Narrator: “With some flowers in her basket, she went back to
the road, leading to her grandmother’s house. ”

Visuals: Little red riding hood walking from flower spot, back
to the path.

Variants: neutral, scary, very scary

Clip 4 (7 seconds).

Narrator: <silent>
Visuals: Little red riding hood walking on a forest path, the

forest is now more dense than before.
Variants: neutral, scary, very scary

Clip 5 (4 seconds).

Narrator: “Little Red Riding Hood looks at the forest scenery
as she goes further and further into the forest.”

Visuals: Panning over the treeline, consisting of some bushes.
Variants: neutral, scary, very scary

Clip 6 (3 seconds).

Narrator: “ On her way through the forest she hears something
rustling in the bushes.”

Visuals: Image of a bush, with glowing eyes.
Sounds: Branch snapping.
Variants: neutral, scary, very scary

Clip 7 (5 seconds).

Narrator: “The big bad wolf emerges from the bushes in front
of little red riding hood. She lets out a little yelp.”

Visuals: Image of a wolf.
Sounds: Wolf growl.
Variants: neutral, scary, very scary

Clip 8 (4 seconds).

Narrator: “Hello little girl, where are you headed? The wolf
asked in a friendly voice.”

Visuals: Image of a wolf.
Variants: neutral, scary, very scary

Clip 9 (8 seconds).

Narrator: “Little Red Riding Hood gulped and composed her-
self. I’m onmyway to visit my sick Grandmother. Mymother
brought me some bread and honey to give to her.”

Visuals: Images of little red riding hood.
Variants: neutral, scary, very scary

Clip 10 (8 seconds).

Narrator: “The wolf nods compassionately, and says: Your
Grandmother is a lucky woman, little girl. Where does she
live, exactly?”

Visuals: Image of the wolf.
Variants: neutral, scary, very scary
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Clip 11 (5 seconds).

Narrator: “She lives just across the forest in the first little
house in the village — the one with the white door.”

Visuals: Image of a forest tree lodge, with a white door.
Variants: neutral, scary, very scary

Clip 12 (9 seconds).

Narrator: “Hmm, interesting, the wolf uttered under his breath.
I will leave you to your plans, and wish your Grandmother
a speedy recovery from me.”

Visuals: Image of the wolf smiling.
Variants: neutral, scary, very scary

Clip 13 (9 seconds).

Narrator: “Certainly, Mr. Wolf. You are very friendly, but I will
get going, I bid you farewell.”

Visuals: Image of little red riding hood.
Variants: neutral, scary, very scary

Clip 14 (10 seconds).

Narrator: “Goodbye little girl. Wait, look, do you see that road?
The wolf points and says: Just follow that road and you will
get to your grandmother’s house.”

Visuals: Image of a forest road.
Variants: neutral, scary, very scary

Clip 15 (5 seconds).

Narrator: “Yes, I do.”
Visuals: Image of little red riding hood.
Variants: neutral, scary, very scary

Clip 16 (5 seconds).

Narrator: “Little red riding hood smiled and said Thank you
mr. wolf as she disappeared from the wolf’s sight.”

Visuals: Image of little red riding hood walking down a forest
path.

Variants: neutral, scary, very scary

Clip 17 (6 seconds).

Narrator: “The wolf smirked as she naively strolled on the
longer road.”

Visuals: Image of wolf being suspicious.
Variants: neutral, scary, very scary

A.2 Story Extension in Personalized Condition
Personalized Transition Clip 1 (10 seconds).

Narrator: “After walking for a while, Little Red Riding Hood
didn’t feel like she was headed for her grandmas. I just hope
I won’t end at the part of the forest my mother warned me
about, the girl thought to herself”

Visuals: —
Variants: neutral

Personalized Transition Clip 2 (3 seconds).

Narrator: “What was that?”
Visuals: —
Variants: neutral

Personalized Transition Clip 3 (5 seconds).
Narrator: <silent>
Visuals: Zooming in on some dense bushes*
Variants: neutral

Personalized Interlude Clip 2 (29-33 seconds).
Narrator: <silent>
Visuals: Little Red Riding Hood watch through the bushes in

horror, witnessing her deepest fears
Variants: spiders, snakes, gore

Personalized Transition Clip 4 (4 seconds).
Narrator: “She runs. . . terrified of what she saw creeping, be-

hind the trees”
Visuals: —
Variants: neutral

A.3 Added Endings in Personalized Condition
Personalized Ending Clip A-1 (15 seconds).
Narrator: “A strong river stream, surges below Little Red Rid-

ing Hood, as She decides to cross a river. The tree log she
walks on feels unstable, she can feel how old and rotten it is.
She slips!”

Visuals: —
Variants: drowning

Personalized Ending Clip A-2 (7 seconds).
Narrator: “She screams and cries as she is now at the mercy

of the strong river stream.”
Visuals: —
Variants: drowning

Personalized Ending Clip A-3 (12 seconds).
Narrator: “It comes to a stop. She is now in a huge lake, tired

from struggling against the current. With little energy left,
she can barely stay above water. . . ”

Visuals: —
Variants: drowning

Personalized Ending Clip A-4 (8 seconds).
Narrator: “Slowly fading underwater in the vast lake. . . her

lungs feel heavyldots she thinks of her mother. one last
time.”

Visuals: —
Variants: drowning

Personalized Ending Clip A-5 (4 seconds).
Narrator: <silent>
Visuals: Sea monster watches Little Red Riding Hood
Variants: drowning

Personalized Ending Clip B-1 (15 seconds).
Narrator: “A cliffside appeared as the forest ended. The girl,

franticly threw herself down a slope, instead of falling
straight to her demise.”

Visuals: —
Variants: falling
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Personalized Ending Clip B-2 (7 seconds).
Narrator: “Unfortunately... The hillside had wide chasms, and

the girl caught one. Holding on for her dear life... but without
the strength, she lets go.”

Visuals: —
Variants: falling

Personalized Ending Clip B-3 (4 seconds).
Narrator: <silent>
Visuals: Falling into the hole
Variants: falling

Personalized Ending Clip B-4 (12 seconds).
Narrator: “The wide hole, becomes narrow and rugged with

stones. . .Her blood is spilled as she collides.. but she keeps
falling.”

Visuals: —
Variants: falling

Personalized Ending Clip B-5 (8 seconds).
Narrator: “An opening. . . finally appears. And she can rest”
Visuals: —
Variants: falling

B PROMPT EXAMPLE
Neutral (baseline), scary, and very scary versions of the prompt
used for clip 10, where the wolf talks to Little Red Riding Hood.

Neutral, Positive Prompt. nervous, tense, scared, looking nervous,
looking scared Close up of cunning wolf looking sly with a forest
in the background in the style of thomas kinkade

Neutral, Negative Prompt. bad anatomy, bad proportions, blurry,
cloned face, cropped, deformed, dehydrated, disfigured, duplicate,

error, extra arms, extra fingers, extra legs, extra limbs, fused fingers,
gross proportions, jpeg artifacts, long neck, low quality, lowres,
malformed limbs, missing arms, missing legs, morbid, mutated
hands, mutation, mutilated, out of frame, poorly drawn face, poorly
drawn hands, signature, text, too many fingers, ugly, username,
watermark, worst quality, snow, smiling, big eyes, furry wolf, furry

Scary, Positive Prompt. cinematic, colorful background, concept
art, dramatic lighting, high detail, highly detailed, intricate, intricate
sharp details, octane render, smooth, studio lighting, trending on
artstation, high resolution, best resolution, 8k, crazy, aggressive,
eye scar, scar, red eyes, evil, nightmare fuel, crazy eyes, slightly
open mouth, deforestation, dead trees, small fangs Closeup of grey
creepy wolf with red eyes, slightly open mouth

Scary, Negative Prompt. bad anatomy, bad proportions, blurry,
cloned face, cropped, deformed, dehydrated, disfigured, duplicate,
error, extra arms, extra fingers, extra legs, extra limbs, fused fingers,
gross proportions, jpeg artifacts, long neck, low quality, lowres,
malformed limbs, missing arms, missing legs, morbid, mutated
hands, mutation, mutilated, out of frame, poorly drawn face, poorly
drawn hands, signature, text, too many fingers, house, buildings,
taverns ugly, username, orange eyes, watermark, worst quality,
lantern, asphalt, asphalt road, lantern, stairs, colorful, green, leaves,
reflection, castles, fog, decorations, symbols, paint, jewelry, indian
objects, spiritual objects, spiritual painting, yellow eyes, grass, life

Very Scary, Positive Prompt. red eyes, fangs, big fangs, biting, evil,
nightmare fuel, closeup of a very aggressive and scary wolf with
red eyes and big fangs

Very Scary, Negative Prompt. green forest, green leaves, green
bushes, tongue
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Table 3: Regression table for models fitted to predict enjoyment, curiosity, and suspense ratings across the story variants.

Dependent variable:

Enjoyment Curiosity Suspense

(1) (2) (3)

Constant 2.599∗∗∗ 3.045∗∗∗ 2.579∗∗∗
(2.269, 2.929) (2.607, 3.483) (2.287, 2.871)

ConditionDynamic 0.250 −0.003 0.659∗∗
(−0.103, 0.603) (−0.511, 0.506) (0.250, 1.067)

ConditionPersonalized −0.294 −0.355 0.004
(−0.677, 0.090) (−0.888, 0.179) (−0.436, 0.445)

Fairytale 0.216 0.071
(−0.010, 0.441) (−0.459, 0.602)

Horror 1.086∗∗∗ 0.251 0.129
(0.597, 1.574) (−0.291, 0.793) (−0.341, 0.599)

Thriller 0.719∗∗∗ 0.813∗∗∗
(0.408, 1.030) (0.388, 1.238)

HorrorTRUE:Thriller −0.983∗∗∗ −0.535∗
(−1.455, −0.511) (−1.056, −0.013)

ConditionDynamic:Horror −0.345 0.256 −0.200
(−0.901, 0.211) (−0.358, 0.871) (−0.841, 0.440)

ConditionPersonalized:Horror 0.267 0.783∗ 0.490
(−0.301, 0.835) (0.155, 1.411) (−0.166, 1.147)

FairytaleTRUE:Thriller −0.475
(−0.987, 0.036)

ConditionDynamic:Fairytale 0.470
(−0.133, 1.072)

ConditionPersonalized:Fairytale 0.651∗
(0.029, 1.273)

Observations 97 97 97
R2 0.348 0.311 0.184
Adjusted R2 0.289 0.222 0.139
Residual Std. Error 0.561 (df = 88) 0.619 (df = 85) 0.650 (df = 91)
F Statistic 5.880∗∗∗ (df = 8; 88) 3.486∗∗∗ (df = 11; 85) 4.093∗∗ (df = 5; 91)

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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