
Computers in Human Behavior: Artificial Humans 2 (2024) 100072

Available online 7 June 2024
2949-8821/© 2024 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Exploring people’s perceptions of LLM-generated advice 

Joel Wester *, Sander de Jong , Henning Pohl , Niels van Berkel 
Aalborg University, Aalborg, Denmark   

A R T I C L E  I N F O   

Original content: LLM-generated advice 
(Original data)  

Keywords: 
Large language models 
LLM 
Generative AI 
Advice 
User characteristics 

A B S T R A C T   

When searching and browsing the web, more and more of the information we encounter is generated or mediated 
through large language models (LLMs). This can be looking for a recipe, getting help on an essay, or looking for 
relationship advice. Yet, there is limited understanding of how individuals perceive advice provided by these 
LLMs. In this paper, we explore people’s perception of LLM-generated advice, and what role diverse user 
characteristics (i.e., personality and technology readiness) play in shaping their perception. Further, as LLM- 
generated advice can be difficult to distinguish from human advice, we assess the perceived creepiness of 
such advice. To investigate this, we run an exploratory study (N = 91), where participants rate advice in different 
styles (generated by GPT-3.5 Turbo). Notably, our findings suggest that individuals who identify as more 
agreeable tend to like the advice more and find it more useful. Further, individuals with higher technological 
insecurity are more likely to follow and find the advice more useful, and deem it more likely that a friend could 
have given the advice. Lastly, we see that advice given in a ‘skeptical’ style was rated most unpredictable, and 
advice given in a ‘whimsical’ style was rated least malicious—indicating that LLM advice styles influence user 
perceptions. Our results also provide an overview of people’s considerations on likelihood, receptiveness, and what 
advice they are likely to seek from these digital assistants. Based on our results, we provide design takeaways for 
LLM-generated advice and outline future research directions to further inform the design of LLM-generated 
advice for support applications targeting people with diverse expectations and needs.   

1. Introduction 

The use of LLMs for everyday advice-seeking is on the rise. One 
reason for using LLMs, such as ChatGPT, when in need of advice is a 
perceived higher quality advice in comparison with traditional advice 
columns (Howe et al., 2023). Recently, research has focused on LLMs as 
advice providers that are more interactive as compared to existing so
lutions such as search engines, for example when looking for 
health-related advice (Birkun & Gautam, 2023). LLMs’ ability to engage 
in a variety of conversational topics has led to ChatGPT and other LLMs 
being used for a variety of purposes. This includes increasing produc
tivity, providing entertainment, and social interaction and support 
(Skjuve et al., 2023). While the popularity of using LLMs is increasing in 
general, people also express dissatisfaction about its perform
ance—particularly holding true for users with low knowledge of LLMs 
(Kim et al., 2024). Recent efforts, such as better designs of LLM in
terfaces, includes Bing’s AI support, which now allows users to choose 
between three different personality styles (Edwards, 2023). 

However, how to adjust the behaviour and interface of using LLMs to 

varying end-users and end-user scenarios remains an open question. This 
is particularly relevant considering the growing likelihood that people 
will obtain advice on significant topics from algorithmic systems 
(Efendić et al., 2023). In this context, we know little about people’s 
expectations, and how they perceive different interaction styles of LLMs. 
Völkel et al. recently investigated user perception of three different 
interaction types (extraversion, introversion, and average) as imbued in 
text messages provided by a conversational agent (Theres Völkel et al., 
2022). The chatbot displaying an extraverted personality communicated 
enthusiastically and expressively (e.g., by saying “Perfecttt” and using 
emojis), in contrast to the introverted chatbot being more reserved and 
showing less emotions in its responses [57, p. 4]. As Völkel et al. 
conclude, similar to others (Chen et al., 2013; Yan & Chen, 2023), there 
is a need to better understand how people perceive different styles of 
advice depending on who is the perceiver. Although the role of user 
characteristics has been highlighted in prior research on interaction with 
digital agents (von der Pütten et al., 2010; Nishith Sharan & Romano, 
2020; Cai et al., 2022)—the role of user characteristics in more inter
active and open-ended LLM-based interactions remains underexplored. 
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Jakesch et al. recently showed that AI self-presentations can come off as 
‘more human than a human’—indicating the relevance of exploring how 
LLM-generated advice can be paired with people’s characteristics to 
better meet their expectations (Jakesch, Hancock, & Naaman, 2023). 

We, therefore, set out to better understand how people perceive a 
range of LLM advice styles and the impact of user characteristics on their 
perception of these styles. An increased understanding of styles of LLM- 
generated advice and how it is perceived by humans, depending on who 
they are, can help avoid misinformed or misguided designs and lay the 
groundwork for more effective applications powered by LLM technol
ogy. Furthermore, meeting end-user expectations in online advice- 
seeking contexts can inform the design of advice-based LLMs, conse
quently making novel technology accessible to the public, such as 
ChatGPT (Jo et al., 2023). In this paper, we explore how people perceive 
LLM-generated advice and the possible effect of their characteristics on 
this perception. 

To explore people’s perception of LLM-generated advice, we 
designed topics of advice (e.g., asking for advice on living more sus
tainably), and manipulated the style of advice as presented by the LLM 
(e.g., ‘caring’, ‘optimistic’). As aforementioned, LLMs have strong ca
pabilities to express themselves through human-like text-based conver
sation. Considering recent insights on the difficulty of distinguishing 
between advice provided by LLMs and humans, we collected perceived 
creepiness ratings of the advice—computers communicating in human- 
like ways may cause eerie or uncanny feelings (Ciechanowski et al., 
2019; Skjuve et al., 2019). Furthermore, we collected qualitative data on 
people’s receptiveness to LLM-generated advice, their tendency to 
follow such advice, and what topics or concerns they would naturally 
seek support for from LLM-generated advice. 

The results from our exploratory study suggest that user character
istics play a role in shaping perceptions of LLM-generated advice and 
that different advice styles further impact people’s perceptions of these. 
Regarding perceived creepiness, we find that a ‘whimsical’ advice style 
was rated lowest on perceived malice, and the ‘skeptical’ advice style 
rated highest on perceived unpredictability. Our qualitative assessment 
indicates diverse user expectations and needs, where participants 
described LLM-generated advice as appropriate for sensitive concerns or 
topics. These results shed light on the effects of LLM-generated advice, 
indicating the benefits of structuring LLMs’ responses to meet user 
characteristics. We discuss implications for user characteristics and 
LLM-generated styles of advice, and present design recommendations 
for LLM-generated advice. 

2. Related work 

Following recent breakthroughs in Large Language Models such as 
Bard and ChatGPT, users are now interacting with these models in 
various ways (Skjuve et al., 2023). As LLMs may influence user behav
iour, it is critical to better understand human-LLM interactions and how 
people make sense of their experiences in interacting with this tech
nology. More specifically, as recent research highlights, it is important to 
explore how LLMs and their output can be manipulated (Safdari et al., 
2023). 

The effects, influences, and related factors of advice-giving and 
advice-receiving have been researched from a variety of research do
mains, for example, internal medicine (Wee & Cornell, 2023), organi
zational psychology (Harvey & Fischer, 1997), experimental psychology 
(Lyn et al., 2005), and neuroscience (Biele et al., 2011; Goodyear et al., 
2016). This has also been a focus in Human-Computer Interaction (HCI) 
research, where Waern et al. investigated people’s perception of advice 
provided by computers in contrast to advice provided by humans (Wærn 
& Ramberg, 1996). Similarly, and more recently, Hertz and Wiese 
compared advice provided by humans and non-humans, showing that 
the difference between humans and non-humans matters less than the 
type of task and perceived expertise (Hertz & Wiese, 2019). Leib et al. 
provided participants with honesty-promoting and 

dishonesty-promoting advice given by either a human or an LLM and 
found that in both cases, dishonesty-promoting advice increased 
dishonesty, whereas honesty-promoting advice did not increase honesty 
(Leib et al., 2023). LLM output can appear ‘more human than human’ 
(Jakesch, Hancock, & Naaman, 2023) and presented misinformation 
may convincingly be presented as fact (Bender et al., 2021), further 
indicating the need to manage users’ expectations and tailor messages to 
their needs. As people are increasingly likely to obtain advice from al
gorithms (Efendić et al., 2023), it is important to better understand 
users’ perceptions of LLM advice. Hence, in the following, we describe 
related work on designs of LLMs, followed by the role of different user 
characteristics in the context of advice-taking. 

2.1. Manipulating LLM output for Human-Computer Interaction 

Recent research explored various ways of manipulating system 
output to meet user needs and demands (Theres Völkel et al., 2022), as 
users value features differently (Nov & Su, 2018). The underlying idea 
behind designing systems with human characteristics, such as person
ality and identity, is critical to better understand as systems get more 
complex. As people may increasingly treat text-based systems more like 
humans (e.g., treating chatbots as listeners (Lee et al., 2020)) in parallel 
with LLM models increasing in complexity and ability, understanding 
how users make sense of their experiences is increasingly important. 

Prior work has focused on designing types of LLM output to better 
meet users’ preferences and expectations. Recently, Jiang et al. argued 
that LLMs can be understood as social machines by inducing personality 
in their way of communicating (Jiang et al., 2022). The authors devel
oped a dataset (a collection of Q&A items) based on the Big Five Per
sonality Factors used to evaluate LLMs’ personality instructed through 
“a specific personality in a controllable manner, capable of producing 
diversified behaviour” [23, p. 1], providing initial insights into how 
LLMs can be induced with a personality. Caron and Srivastava used the 
Big Five framework and explored how LLMs can display personality by 
consistently using language generation (Caron & Srivastava, 2022). 
Similarly, to see how different LLMs display different personality traits, 
Karra et al. used the Big Five factors to personify (quantify) traits rele
vant to different personalities by defining personality labels (Reddy 
Karra et al., 2022). Pareek et al. manipulated LLM explanations through 
four distinct explanation conceptualisations, namely ‘consensual’, 
‘expert’, ‘internal’, and ‘empirical’ explanations, and evaluated their 
impact on user trust in a fact-checking context (Pareek et al., 2024). 
Their results show not only that explanations can increase user trust in 
AI explanations, but also highlight significant differences in the impact 
of explanation conceptualisations. 

Ruane et al. explored the effects of chatbot personality on the user’s 
experience, suggesting that people found the chatbot exhibiting high 
extraversion and agreeableness through ‘high energy punctuation’, a 
‘talkative nature’, and ‘sharing information by asking questions’ as more 
friendly and cheery [45, p. 37]. In contrast, participants described the 
second chatbot that exhibited low extraversion and agreeableness 
through ‘low energy’, ‘passive’, and ‘less interest’ as very formal and less 
friendly [45, p. 44]. Wester et al. compared different techniques to deny 
user requests (Wester, Schrills, et al., 2024). Their results show that a 
diverting denial style, in which a chatbot steers away from the user’s 
original request, was perceived as the most helpful and least frustrating 
way to deny requests. These results indicate that distinct chatbot output 
can be simulated through text-based interactions and highlight the ne
cessity of considering designing distinct styles in text-based chatbots. As 
illustrated, it is critical to consider how personality can be perceived in 
interactive systems. Extensive prior work shows that (perceived) per
sonality can be controlled by manipulating text outputs. However, how 
styles of LLM-generated advice in advice-giving contexts influence 
users’ perceptions is unclear. Building on the aforementioned work that 
highlights the impact of natural language output on user experiences 
(Ruane et al., 2020; Theres Völkel et al., 2022), we set out to evaluate 
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the effect of LLM-generated outputs in the context of receiving advice. 

2.2. LLM-generated advice and user characteristics 

Yan and Chen showed how personality traits influence peoples’ 
ratings of recommender systems output (Yan & Chen, 2023). Others 
point toward emotionality, suggesting that people scoring higher on 
incidental anger show lower receptiveness to advice (Gino & Schweit
zer, 2008). Shaw and Hepburn investigated advice-giving in telephone 
calls between mothers and daughters, with results indicating that advice 
acceptance depends on the identity of the advice recipient (i.e., being 
positioned as advice recipient insinuates lesser knowledge) (Shaw & 
Hepburn, 2013). Moreover, Feng and MacGeorge find that a person’s 
expertise, closeness, and history strongly correlate with the receptive
ness of advice (Feng & MacGeorge, 2006). Extensive prior work in HCI 
and Computer-Supported Cooperative Work (CSCW) has focused on 
how user characteristics influence the interaction with digital systems 
(e.g., personality or identity) (Li & Chignell, 2010; Li et al., 2023). 
However, bridging between end-users diverging expectations or needs 
and LLM-generated advice is an unresolved challenge. 

A good example of highlighting this problem is presented by Li and 
Chignell, who investigated how blog readers tend to enjoy texts that 
signal similar personalities as themselves (Li & Chignell, 2010). The 
authors showed that people were more attracted to texts written by blog 
writers with similar personality traits. Interestingly, their study’s results 
suggest that words in text may display personalities in terms of linguistic 
cues. Similarly, Van der Pütten et al. investigated how peoples’ per
sonality influence their interactions with virtual characters (von der 
Pütten et al., 2010). The authors showed that personality traits influence 
their evaluation of virtual characters and predict the evaluation 
outcome. Moreover, their results suggest that personality traits are a 
better predictor in users’ evaluations than the actual behaviour of the 
virtual character (von der Pütten et al., 2010). 

In the context of trust in human-agent interactions, Cerekovic et al. 
explored how personality influences user rapport with an agent, col
lecting personality ratings through a self-report survey as well as 
observed behaviour (behavioural cues correlated with personality 
traits), suggesting that people’s personality is a strong predictor of 
rapport towards the agent (Cerekovic et al., 2017). Moreover, people 
rating higher on extraversion and agreeableness showed more rapport 
towards the agent (Cerekovic et al., 2017). Sharan and Romano inves
tigated what effects user personality and locus of control have on peo
ples’ trust towards AI systems (Nishith Sharan & Romano, 2020). Their 
results indicate significant differences in trust towards the system 
depending on the user’s personality and that personality overrules other 
factors in the interaction. Moreover, participants rating high in 
neuroticism and extraversion showed lower agreement ratings 
compared to participants scoring lower on neuroticism and extraversion 
(Nishith Sharan & Romano, 2020). 

Lastly, technology readiness has repeatedly been shown to predict 
users’ tendencies to engage with new technology (see (Chen & Lin, 
2018; Chiu & Cho, 2021; Kim et al., 2023; Metz & Wörle, 2021, pp. 
165–172)). For example, Lin et al. have explored the role of technology 
readiness in accepting self-service technology (services without any 
employees involved, such as telephone voice responses (Lin & Chang, 
2011; Lin & Hsieh, 2006)). Their results indicate that one’s technolog
ical readiness attitude influences the perceived usefulness and ease of 
use of the technology. Similarly, Wang et al. recently showed how 
teachers’ ratings of AI readiness positively predict their ratings of 
AI-enhanced innovations in teachers’ work (Wang et al., 2023). The 
impact of digital technology on our character is an increasing concern in 
the wider field of Computer Science, especially amidst the increasing 
capabilities of AI. With the increasing realisation of the continuous 
interplay between technology use and user characteristics, we set out to 
assess the role of personality (Ruane et al., 2020; Theres Völkel et al., 
2022) and technology readiness (Lin & Chang, 2011; Lin & Hsieh, 2006) 

in the context of receiving LLM-generated advice. 

3. Study design 

To evaluate how different styles of LLM-generated advice are 
perceived, we conducted a crowdsourcing study. We instructed ChatGPT 
to generate advice in accordance with the dimensions of advice style and 
advice topic. In addition to participants’ ratings of the advice, we also 
elicited a range of participant characteristics to investigate how these 
characteristics influence perceptions towards the LLM advice. 

3.1. LLM-generated advice 

We used OpenAI’s gpt-3.5-turbo-0301 model with a set temperature 
of 1.0 to generate all advice. Following a template for the advice (see 
Appendix A), we automatically created system prompts (i.e., a template 
for the generated responses), user prompts (i.e., the topic of advice), and 
query ChatGPT for the resulting advice (i.e., the actual response of 
ChatGPT to the generated prompt). 

We vary the generated advice across two dimensions: style and topic. 
Styles represent advice-giving displays, and we included five of them: 
balanced, whimsical, caring, skeptical, and optimistic. For balanced advice, 
we only require it to be “balanced and neutral”, while we created more 
elaborate descriptions for the four other styles. Each of these instructions 
asks ChatGPT to “act like a person that …”, followed by the respective 
description. For example, for ‘optimistic’, we provide the description 
“act like a person that sees the positive side of things, expects things to 
turn out well, and believes that you have the skill and ability to make 
good things happen”. 

We also varied advice topics to alleviate the effects of any one spe
cific topic. In contrast to styles, topics are not system instructions for 
ChatGPT, but instead questions posed to ChatGPT. For this, we picked 
four areas (personal health, relationships, climate change, and career) 
that we deemed typical of advice-seeking. Furthermore, we created two 
variants of each topic, broad and specific questions, to ensure a diverse 
set of advice scenarios. This resulted in eight questions in total. For 
example, for personal health advice, we ask “How can I lose a few 
pounds?” (specific) and “How can I improve my physical health?” (broad). 

Finally, in our system prompt, we instructed ChatGPT to return short 
(about 150 words) ‘advice columns’ and to exclude any pretext and post- 
text from the output. We also asked for Markdown-formatted responses, 
which enabled ChatGPT to output formatted text or include list ele
ments. Subsequently, we converted the questions and returned advice to 
HTML snippets we can show participants (see Fig. 1). Please see Ap
pendix A for a full overview of our prompt commands. 

Throughout our prompt design process, we iterated on the re
quirements and instructions by trial and error, taking inspiration from 
open-source prompt repositories (e.g. 1) and available literature on 
styles commonly used in designing interactive systems. 

3.2. User characteristics 

We posit that users’ reaction to and perceptions of LLM-generated 
advice varies, depending on the users themselves. Hence, we include a 
range of scales for different user characteristics. Namely, we include 
validated personality and technology readiness scales. For personality, we 
use the BFI-2 scale (Soto & John, 2017), which covers measures of ex
traversion, agreeableness, conscientiousness, negative emotionality, 
and open-mindedness. We included technology readiness, as captured 
by the TRI2 scale (Parasuraman & Colby, 2015) ,2 to see whether 

1 https://github.com/f/awesome-chatgpt-prompts.  
2 The Technology Readiness Index 2.0, is copyrighted by A. Parasuraman and 

Rockbridge Associates, Inc., 2014. The scale may be duplicated only with 
written permission from the authors. 
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participants’ attitudes to new technology, such as LLMs, have an impact 
on their perceptions thereof. This scale includes measures of optimism, 
innovativeness, discomfort, and insecurity. 

3.3. Measures 

For each piece of advice we presented to participants, we asked them 
to rate four statements on 5-point Likert scales: (1) I like this style of 
advice, (2) I would be likely to follow this advice, (3) I found this advice 
useful, and (4) A friend of mine could have given this advice. During the 
study, each participant only saw one style, but broad and specific ver
sions of all four topics of advice. To control for any specific advice topic 
influencing participant ratings, we aggregate this data into a single 
rating for each of the four above statements per participant. 

Furthermore, at the end of their session, we asked participants to rate 
the LLM-generated advice on the validated technology creepiness scale 
(Woźniak et al., 2021) given the often personal nature of receiving 
advice—as well as AI advice potentially coming off as ‘more human than 
a human’ (Jakesch, Bhat, et al., 2023). This scale measures Implied 
Malice, Undesirability, and Unpredictability on 7-point scales, forming an 

overall Perceived Creepiness rating. In addition to and complementing 
our quantitative measures, we asked participants to provide open-ended 
text responses to the following questions. 

● How does receiving advice from a digital assistant affect your like
lihood of following up on the advice?  

● How does receiving advice from a digital assistant affect your 
receptiveness to the advice?  

● When you are seeking advice, for which problems or questions are 
you more likely to reach out to a digital assistant than to a friend or 
family member? 

3.4. Procedure 

Participants first provided informed consent and then filled out the 
personality and technology readiness questionnaires. Next, participants 
read the following study instructions: 

In this study we investigate the use of digital assistants as advice 
givers. Digital assistants are systems you can have a chat or con
versation with and that are trained to provide help for common 

Fig. 1. Examples of the various advice styles on TOPIC: PERSONAL HEALTH, SPECIFIC presented to the participants. The shown advice was generated by OpenAI’s gpt-3.5- 
turbo-0301 model following the five advice styles (BALANCED, CARING, OPTIMISTIC, SKEPTICAL, WHIMSICAL) as a result of our system prompts (see A). Participants only saw one 
advice style throughout the entire study. 
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everyday tasks. For example, you can ask them for the weather, to 
translate a bit of text, or how to save money on your groceries. 
Imagine yourself in the position of seeking advice, asking the digital 
assistant for advice. Your task will be to rate the advice given by the 
digital assistant, as if it was given to you. In each task, you will see 
the question asked to the digital assistant, as well as the advice the 
digital assistant provided. 

Following, we used Qualtrics’ built-in randomisation function to 
distribute the pooled participants—they were automatically assigned to 
a style condition (counterbalanced across all participants) and received 
eight corresponding pieces of advice in randomised order. Each piece of 
advice was shown together with the posed question and in the format of 
an LLM response (see Fig. 1 for examples). For each piece of advice, 
participants rated the four aforementioned statements on a 5-point 
Likert scale. Following the completion of all tasks, participants 
completed the creepiness questionnaire and the three open-ended 
questions. 

3.5. Participants 

Using Prolific, we recruited a sample of 91 participants (39 female, 
52 male). The average age of our participants is 36.2 years (SD = 11.4), 
ranging between 18 and 70 years of age. Of our participants, a majority 
reside in the United Kingdom (62%), South Africa (14%), Canada (9%), 
and Australia (5%). The average completion time of our survey was 22.1 
min (SD = 24.5). Participants were required to speak English as their 
first language, and could participate in the study using any desktop 
device. Recruitment parameters were set to participants having a min
imum number of 100 previous submissions and a 95% approval rate. 
Participants could participate only once in the study and were 
compensated using an hourly rate of £9,00. 

4. Results 

Following recent approaches to data preparation for regression 
analysis (Kang et al., 2022), we first assessed if our dataset met the major 
assumption for regression analysis (i.e., multicollinearity). In doing so, 
we excluded Innovativeness (Technology Readiness) due to the violation of 
the multicollinearity test. We consequently include measures of Per
sonality (Extraversion, Agreeableness, Conscientiousness, Negative 
Emotionality, Open Mindedness) and Technology Readiness (Optimism, 
Discomfort, Insecurity). For each scale, we first computed Cronbach’s 
alpha scores to validate their internal consistency. We report medium to 
high Cronbach’s alpha scores for personality (α =.79, 95% CI) and 
technology readiness (α =.61, 95% CI). We furthermore found high 
Cronbach’s alpha scores for perceived creepiness (α =.80, 95% CI). We 
conducted automatic stepwise regression (R package stats:step) to 
perform sequential model selection. In total, we compute twelve models 
(four using only advice style as predictors, four using user 

characteristics, and four combining both) across four outcome variables: 
(‘I like this style of advice’, ‘I would be likely to follow this advice’, ‘I 
found this advice useful’, and ‘A friend could have given this advice’). If 
a predictor is not mentioned for a specific model it is not included in the 
model following the aforementioned predictor selection process. We 
next report these results in a sequential manner. 

4.1. Effects of advice style 

For the first four models on main effects of Advice Style, we find that 
the Whimsical style predicts negative ratings of perceived likeability 
(see Table 1). Overall, these models suggest a low predictive power of 
advice style by itself for the four outcome measures. We visualise these 
predictors in Fig. 2. Furthermore, we ran a factorial ANOVA to investi
gate the effects of advice style on Perceived Creepiness. Our results 
show a significant main effect of advice style on Malice and Unpre
dictability (see Table 2). For Malice, Tukey’s HSD for multiple com
parisons revealed significantly lower ratings for WHIMSICAL (M = 4.33, SD 
= 1.32) than OPTIMISTIC (M = 5.83, SD = 3.56, p < 0.05) and SKEPTICAL (M 
= 6.16, SD = 4.56, p < 0.01). For Unpredictability, we see significantly 
higher ratings for SKEPTICAL (M = 9.47, SD = 2.76) than BALANCED (M =
7.89, SD = 2.92, p < 0.01) and CARING (M = 7.61, SD = 2.65, p < 0.001). 
See Fig. 3 for an overview of the distributions. We find no effects of 
advice styles on Undesirability. 

4.2. Effects of user characteristics 

We follow the same procedure as described in Section 4.1 to assess 
the effect of user characteristics by itself. For the four models on main 
effects of User Characteristics, we find that Agreeableness predicts pos
itive ratings of perceived usefulness, and Negative Emotionality predicts 
negative ratings on advice given by a friend (see Table 3). The models 
show a relatively small predictive power of user characteristics for the 
four measures (R2 between 0.11 and 0.14). 

4.3. Effects of advice style, user characteristics, and interaction effects 

For the four models on main and interaction effects, we found that 
the Whimsical style predicts negative ratings of perceived likeability, the 
likelihood of following advice, and perceived usefulness (see Table 4). 
We found a significant positive effect of Agreeableness on the perceived 
likeability, likelihood to follow, and usefulness of the recommendation. 
In contrast, we found a significant negative effect of Extraversion and 
Negative Emotionality on perceived usefulness. We also found that 
Insecurity predicts positive ratings of all four independent variables. We 
illustrate included predictors in Table 4. The adjusted R2 values of the 
four models illustrated in Table 4 range from 0.22 (‘Friend’) to 0.43 
(‘Useful’). On average, these models were able to explain 32.3% of the 
variance in participants’ ratings. 

Table 1 
Fitted linear models for main effects of Advice Style for each of the four measures, as determined through stepwise model selection.   

Coefficients for selected predictors: 

Like Follow Useful Friend 

Caring 0.250 (0.398)  0.361 (0.363)  
Optimistic 0.206 (0.398)  0.456 (0.363)  
Skeptical − 0.206 (0.393)  − 0.028 (0.358)  
Whimsical − 0.856a (0.398)  − 0.594 (0.363)  
Constant 4.206b (0.282) 4.185b (0.107) 4.233b (0.256) 4.071b (0.101) 

R2 0.106 0.000 0.108 0.000 
Adjusted R2 0.064 0.000 0.066 0.000  

a p<0.05. 
b p<0.001.  
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4.4. Qualitative results 

To better understand the underlying reasons for participants’ per
ceptions of LLM advice, we analysed their open-ended responses. We 
initially familiarised ourselves with participants’ responses, followed by 
highlighting meaningful quotes. We performed a lightweight deductive 
analysis across participant responses that directly correspond to the 
questions described in Section 3.3. In the following, we report our re
sults and illustrate these with representative quotes of how participants 
responded to three questions described in Section 3.3. 

4.4.1. Likelihood of following digital assistant advice 
Participants described themselves as likely to follow the advice when 

provided by a digital assistant, but that following such advice depends 
on different factors. For example, one participant described a tendency 
to follow advice that aligns with their expectations: 

“I am not concerned about where the advice comes from. I am con
cerned with what the advice consists of. I assess the advice to 
determine how relevant and helpful I think it is, and determine 
whether or not to act on it on this basis.” (P22) 

As it was seemingly important for participants that the advice 
aligned with their expectations, one participant described a hesitancy, 
harnessing parts of the digital assistant advice seen as useful: 

“I would use the advice from a digital assistant as a guide. Then I’ll 
follow the parts of the advice that I felt applied to me and not follow 
the parts that I didn’t think would apply to me.” (P66) 

However, participants also described other aspects that influence 
their likelihood of following the advice—where one participant 
mentioned the role of what others think of the advice, believing that AI 
echoes what is on the internet. 

“A digital assistant probably picks up advice off the internet (like AI) 
so it probably just repeats what other people have written about. So I 
probably follow if that’s what others are saying.” (P79) 

4.4.2. Receptiveness of digital assistant advice 
In regards to the receptiveness of advice provided by the digital as

sistant, participants described themselves as rather receptive to advice 
provided by a digital assistant. One participant described an increased 
receptiveness due to the anonymous nature of interacting with a com
puter rather than a family member: 

“I think that I would be more receptive to advice from a digital as
sistant because it would have an impartial position within my life, 
compared to friends and family from whom I may feel a level of 
judgement. If I fail to take on all the advice from a digital assistant, it 
will not berate or criticise me for it; a human might.” (P72) 

A different participant described the receptiveness of digital advice 
as indifferent to human advice—viewing digital advice as a tool for 
funnelling the most relevant content. However, they also highlighted a 
decrease in receptiveness if the advice content displays bias: 

“It doesn’t alter it too much as it still makes me think that it’s advice I 
could find online by myself—digital assistants make it more 
compiled and easy to find. However, when it feels biased, then I’m 
more hesitant to follow the advice.” (P39) 

However, participants were also critical, expressing their general 
resistance to advice from digital assistants: 

Fig. 2. Responses (range 1–5) for the different advice styles.  

Table 2 
Three separate two-way ANOVAs on the effects of styles on Malice, Undesir
ability, and Unpredictability (Perceived Creepiness).  

Measure Df F p-value η2 

Malice 4 3.672 0.006a 0.04 
Undesirability 4 0.431 0.787 <0.01 
Unpredictability 4 4.719 0.001a 0.05  

a p<0.01. 

Fig. 3. Malice, Undesirability, and Unpredictability (Perceived Creepiness) ratings (range 1–21) for the different advice styles.  
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“It feels very one size fits all, but to make it that way it has to be fairly 
generic, which I don’t find very helpful. It’s the sort of advice I could 
write myself without really putting much mind to it.” (P14) 

4.4.3. Advice more likely to seek from digital assistant 
Lastly, concerning what problems or questions participants are more 

likely to seek advice on from a digital assistant, participants described 
that they were likely to use digital assistants on more delicate problems 
or questions: 

“Anything private or embarrassing. Things about my sexual identity, 
insecurities and shortcomings.” (P2) 

“I think personal questions or ones that I don’t want my friends and 
family members to know about (weight loss, etc.).” (P39) 

In addition to the inclination to seek guidance on sensitive issues, 
advice that is more pragmatic was also noted for its usefulness. One 
participant highlighted this, contrasting it with human advice, and how 
human advice might also fall short in terms of emotional depth: 

“I’m more likely to reach out to a digital assistant for practical advice 
and look to friends/family for advice relating to emotions. However, 
I noticed that the digital assistant in this study was very useful for 
advice relating to emotions surrounding human relationships. I think 
it was more helpful than the humans I know—but we don’t always 
talk about emotional issues because we want advice. We often talk 
about them because we just need to ‘unload’ them and feel that 
someone is standing with us on our side.” (P72) 

In summary, participants describe a tendency to be receptive to and 
likely to follow the advice provided by digital assistants. However, 
participants also describe more skeptical viewpoints. Moreover, partic
ipants describe that they are more likely to seek more sensitive and 
practical advice from digital assistants. 

5. Discussion 

Perceptions of advice are complex and multi-dimensional, with fac
tors such as individual preference, context, and advice content playing a 
role in the recipients’ perceptions. In our exploratory study, we find that 
the interactions between different factors particularly determine these 
perceptions—we thus interpret those models that include all predictors 
(see Table 4). We find that advice generated by an LLM with a whimsical 
style resulted in lower user ratings as compared to balanced, caring, 
optimistic, and skeptical instructions. Furthermore, we found that our 

participants with high levels of agreeableness liked the advice more, 
were more likely to follow it, and considered it more useful. In terms of 
technological readiness, we find a positive effect of technological inse
curity on advice ratings. Moreover, we see that whimsical LLM- 
generated advice elicits significantly lower ratings of implied malice 
and that caring and balanced LLM-generated advice elicits significantly 
lower ratings of unpredictability compared to skeptical LLM-generated 
advice. Our qualitative results suggest that one of the primary 
perceived uses for advice from LLMs is support on sensitive topics and 
practical matters. 

5.1. The role of user characteristics in LLM advice perceptions 

Prior work has evaluated the role of user characteristics in the 
context of humans giving and receiving advice. For example, people 
with higher emotionality ratings (i.e., incidental anger) show lower 
receptiveness to advice (Gino & Schweitzer, 2008), while Feng and 
MacGeorge showed how an individual’s expressivity influences recep
tiveness to advice (Feng & MacGeorge, 2006). 

Our participants’ agreeableness levels influenced their advice pref
erences, with those who were more agreeable being more likely to assess 
the presented advice more positively. Our results align with Yan and 
Chen, which recently showed that open-mindedness, conscientiousness, 
and agreeableness significantly influence participants’ ratings of 
recommender system outputs (Yan & Chen, 2023), similar to Kunzler 
et al. (Künzler et al., 2020). We extend the relation between higher 
agreeableness ratings and increased compliance, indicating that partic
ipants with higher agreeableness ratings also show increased tendencies 
to like and follow LLM-generated advice. While our study did not 
explicitly focus on why those with higher agreeableness ratings rate 
LLM-generated advice as more likeable and likely to follow, this can 
partially be explained by the higher cooperative nature of these in
dividuals (Graziano & Eisenberg, 1997). A different interpretation can 
be made by looking at research by De Vries et al. suggesting that in
dividuals with higher agreeableness ratings found six out of ten types of 
motivational messages more motivating (de Vries et al., 2017). As we 
observed similar effects, those effects can be related to advice oftentimes 
having a motivational tone (e.g., optimistic advice), consequently 
influencing people’s advice receptivity. Furthermore, prior research has 
attempted to pair user characteristics with text messages. Völkel et al. 
matched the chatbot’s agreeableness to the user’s agreeableness level, 
suggesting that people with higher agreeableness ratings preferred the 
agreeableness-imbued chatbot more, but did not show that more 
disagreeable individuals preferred the disagreeable chatbots (Theres 

Table 3 
Fitted linear models for main effects of User Characteristics for each of the four measures, as determined through stepwise model selection.   

Coefficients for selected predictors: 

Like Follow Useful Friend 

Agreeableness 0.243 (0.132) 0.210 (0.107) 0.323b (0.116) 0.165 (0.102) 
Negative Emotionality − 0.194 (0.130) − 0.199 (0.106)  − 0.261a (0.102) 
Open Mindedness 0.210 (0.124) 0.198 (0.102)   
Optimism 0.208 (0.137)  0.272a (0.122)  
Discomfort    0.177 (0.106) 
Insecurity 0.215 (0.131) 0.192 (0.104) 0.212 (0.117) 0.202 (0.103) 
Constant 4.084c (0.121) 4.185c (0.100) 4.271c (0.109) 4.071c (0.095) 

R2 0.175 0.159 0.170 0.149 
Adjusted R2 0.126 0.120 0.141 0.110  

a p<0.05. 
b p<0.01. 
c p<0.001.  
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Völkel & Kaya, 2021). As prior works highlight the impact of personality 
(Theres Völkel & Kaya, 2021) and task-fitting (Hertz & Wiese, 2019) on 
receptivity towards advice, our results show that technological readiness 
also plays a major role in this (see Section 4.2). 

With the recent availability of LLM-driven interfaces, people’s 
technological readiness can play a large role in their perception and 
adoption of this new technology (Lin & Hsieh, 2006). Our results suggest 
that those with higher insecurity ratings towards technology perceived 
the LLM-generated advice as more useful, liked it more, and were likelier 
to follow it. This has implications for how people might engage with 
LLM-generated advice, as higher insecurity related to AI literacy (i.e., 
people’s understanding of AI (Long & Magerko, 2020)) could generate 
unrealistic expectations as LLM-generated advice may be incorrect 
(Bender et al., 2021; Oviedo-Trespalacios et al., 2023). People with low 
AI literacy may also have a hard time distinguishing between human or 
LLM output (Jakesch, Hancock, & Naaman, 2023) and LLM advice may 
even invoke dishonesty (Leib et al., 2023). The combination of high 
insecurity and low AI literacy may cause less efficient or even harmful 
interactions for a user, particularly when people seek social support 
from LLMs (Skjuve et al., 2023), considering that unknowingly treating 
unsound LLM-generated advice positively is especially harmful in such 

situations. 
Considering the diverging needs that users might have in using LLMs 

for advice seeking, both our design takeaways ultimately connect to the 
idea of considering and designing for user personalisation. However, we 
envision what personalisation explicitly entails (both in general but 
specifically LLM-generated advice) being in the hands of the user, 
moving away from design assumptions that result in mismatches be
tween user expectations and designer intentions. This idea is further 
supported by Suwanaposee et al., who recently showed the Barnum ef
fect (a psychological phenomenon that makes people have more positive 
perceptions of digital output if framed as tailored ‘specifically for you’) 
to have little to no positive effects on user perception of (e.g., AI) rec
ommendations (Suwanaposee et al., 2023). In the following, we outline 
two design takeaways for designing LLM-generated advice with an 
increased focus on designing for users’ needs that can positively influ
ence their use of LLMs when seeking advice. 

5.2. Takeaways for designing LLM-generated advice 

Amidst the increasing use of technology in personal settings, user 
perception of a technology’s creepiness is receiving increased attention. 

Table 4 
Fitted linear models for each of the four measures, as determined through stepwise model selection. We use the Balanced Advice Style as the reference level.   

Coefficients for selected predictors: 

Like Follow Useful Friend 

Extraversion   − 0.636b (0.209) 0.172 (0.110) 
Agreeableness 0.411b (0.130) 0.278b (0.104) 0.443c (0.112)  
Conscientiousness    0.053 (0.098) 
Negative Emotionality − 0.137 (0.119) − 0.176 (0.103) − 0.261a (0.116) − 0.229a (0.114) 
Open-Mindedness 0.123 (0.121) − 0.156 (0.157) 0.126 (0.111)  
Optimism − 0.735 (0.382) 0.127 (0.110) 0.221 (0.117)  
Discomfort − 0.199 (0.123)  − 0.162 (0.108)  
Insecurity 0.357b (0.124) 0.280b (0.103) 0.337b (0.109) 0.234a (0.094) 
Caring (style) 0.399 (0.354) 0.160 (0.312) 0.403 (0.328)  
Optimistic (style) 0.375 (0.356) 0.252 (0.316) 0.494 (0.313)  
Skeptical (style) − 0.166 (0.337) − 0.130 (0.297) − 0.082 (0.309)  
Whimsical (style) − 1.032b (0.355) − 0.675a (0.298) − 0.887b (0.318)  

Extraversion:Caring (style)   − 0.019 (0.370)  
Extraversion:Optimistic (style)   0.510 (0.290)  
Extraversion:Skeptical (style)   1.389c (0.385)  
Extraversion:Whimsical (style)   0.660b (0.245)  
Optimism:Insecurity 0.306a (0.130)  0.155 (0.101)  
Negative Emotionality:Discomfort 0.354b (0.132)  0.271a (0.108)  
Negative Emotionality:Optimism − 0.328a (0.136)  − 0.350b (0.117)  
Open-Mindedness:Caring (style)  0.665a (0.328)   
Open-Mindedness:Optimistic (style)  0.318 (0.297)   
Open-Mindedness:Skeptical (style)  0.363 (0.304)   
Open-Mindedness:Whimsical (style)  0.764b (0.273)   
Open-Mindedness:Optimism 0.390b (0.130) 0.216 (0.111) 0.302* (0.115)  
Optimism:Caring (style) 0.394 (0.458)    
Optimism:Optimistic (style) 0.978a (0.469)    
Optimism:Skeptical (style) 1.026a (0.440)    
Optimism:Whimsical (style) 1.263b (0.423)    
Negative Emotionality:Open-Mindedness 0.174 (0.123) 0.145 (0.108)   
Negative Emotionality:Insecurity 0.194 (0.153)    
Extraversion:Open-Mindedness   − 0.164 (0.101)  
Conscientiousness:Negative Emotionality    − 0.420c (0.097) 
Extraversion:Negative Emotionality    0.201a (0.094) 
Extraversion:Insecurity    0.133 (0.094) 
Constant 4.008c (0.252) 4.262c (0.216) 4.233c (0.239) 4.025c (0.102) 

R2 0.516 0.384 0.553 0.284 
Adjusted R2 0.378 0.261 0.425 0.224  

a p<0.05. 
b p<0.01. 
c p<0.001.  
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For example, Yip et al. studied how children perceive technology as 
creepy, suggesting that unpredictability, among other terms, is used 
when describing technology as creepy (Yip et al., 2019). In psychology, 
unpredictability has also shown to be a relevant predictor of creepiness 
(McAndrew & Koehnke, 2016). As such, we hypothesise that partici
pants’ increased perception of the creepiness of advice written using a 
skeptical style can be explained by their lack of expectation that such 
advice would be provided skeptically. Decreasing unpredictability (and 
ideally decreasing creepiness) evoked by LLM-generated advice may 
help avoid conversational breakdowns (Lai-Chong Law et al., 2022), 
which may be particularly important when users seek support on sen
sitive topics. As our results suggest that users favour LLM-generated 
advice depending on the styles, we suggest increasing user control 
in determining styles of LLM advice. This would give users increased 
control, with an increased chance of avoiding unpredictability that 
might follow given advice in a skeptical style, and choose an advice style 
that pertains to their needs. More concretely, this could be realised in 
user interfaces by providing users with a design that supports and offers 
not one but many ways in which LLMs can provide them with advi
ce—contrasting Bing, which only allows users to choose between three 
styles (Edwards, 2023). Our results indicate that people overall rate the 
LLM-generated advice given in a skeptical or whimsical style as less 
positive (see, for example, Fig. 3). However, others might appreciate 
such advice—depending on the context within which they seek advice. 
Giving those with diverging needs the opportunity to determine the style 
of support they receive, whether or not that deviates from these per
ceptions evident from our results, is a promising way forward. 

A majority of participants also indicated that they were receptive to 
LLM-generated advice. One reason for seeking LLM-generated advice 
might be due to more impartial and advisee-centred communication. 
This aligns with recent research on online advice communities, where 
Tomprou et al. investigated how people utilise such platforms, indi
cating that anonymity, access to multiple experts’ advice, and just-in- 
time advice are perceived as positive factors (Tomprou et al., 2019). 
Skjuve et al. investigated peoples’ perception of Replika, a social com
panion chatbot designed to converse with users through open-ended 
dialogue—suggesting that users appreciated the caring and 
non-judgmental tone Replika elicited (Skjuve et al., 2021). Furthermore, 
we see that whimsical advice received the lowest ratings on perceived 
malice, indicating an interesting duality as the whimsical was the least 
favoured advice style. As participants described the promise of using 
digital assistants for sensitive topics—designing to decrease perceived 
malice might be particularly relevant, as similarly suggested by Wester 
et al. (Wester, Pohl, et al., 2024). Given our results and the recent work 
on individuals’ preferences regarding online support, our recommen
dation is, therefore, to tailor LLM advice to meet individual user 
expectations. One important aspect of tailoring such advice is to 
consider the context in which it is given. For example, LLM-generated 
advice on health-related topics might naturally be expected to be 
more careful than advice on what car dealership can best support you 
with your car-serving needs. However, this does not imply that all 
people want health-related advice to be provided in more careful ways. 
This can be exemplified by parental caregivers of autistic children 
describing a lack of ‘open-mindedness’ from human professionals or 
service providers (Mackintosh et al., 2012)—a feeling that might emerge 
if ‘bad’ advice is provided following the failure of meeting people’s 
expectations. More concretely, LLM-powered applications could not 
only adapt to user characteristics but also to the user’s situation in 
general—ultimately providing a closer alignment with user needs. 

5.3. Limitations and future work 

We acknowledge several limitations in our work. First, following 
trial and error, we iteratively assessed and compared the different styles 
with the generated output, consequently generating distinct LLM- 
generated styles of advice to be included in our study design. 

However, we acknowledge that people’s perceptions of the included 
advice styles, such as WHIMSICAL, might be influenced by what advice they 
normally perceive as whimsical. As prompt engineering and design are 
receiving increased attention (e.g., Microsoft Guidance3), more sys
tematic approaches to generate and assess LLM output (e.g., advice) are 
interesting aspects for future work. 

Second, participants rated different advice presented to them in a 
vignette format (see Fig. 1). One positive aspect of using vignettes is that 
we enable systematic comparisons, i.e. all participants see the same 
advice for each chosen topic. However, we stress the importance of 
future interactive studies that adapt to participants’ advice-seeking 
needs to increase ecological validity. We would expect additional ef
fects if the advice was provided interactively (e.g., the advice provided 
in a human-chatbot interaction) and in a real-world context. We can 
assume that people will seek advice for various reasons and that the 
eight potential advice topics included in our study exclude any potential 
personal advice topics. However, we do include four overarching advice 
topics (personal health, relationships, climate change, and career) fol
lowed by broad and specific variants of those. Moreover, we assess 
participant ratings as an average across the eight topic scenarios. 

Future work around deployments of interactive LLM-powered ap
plications providing advice to everyday citizens would benefit from 
extending our exploratory work through longitudinal and in-situ in
vestigations to increase ecological validity and capture people’s 
behaviour when facing such advice. Furthermore, future work on LLMs 
in supportive roles must acknowledge the diverse needs and expecta
tions of end-users, as for example driven by user characteristics. 
Consequently, we argue for an increased focus on end-user involvement 
in the design processes of interactive support tools to better meet user 
expectations across a variety of contexts. 

6. Conclusion 

User characteristics play a significant role in determining how people 
perceive LLM-generated advice, particularly when these are delivered in 
different styles. As people may turn to LLMs to seek advice, we need to 
better understand the effects of diverse user characteristics on percep
tions of such advice. In this paper, we explored the influence of user 
characteristics and styles of LLM-generated advice on user perceptions. 
Our results suggest that those with higher ratings of agreeableness and 
insecurity positively predict more positive advice ratings, and that a 
whimsical advice style has a negative effect on advice ratings. Regarding 
perceived creepiness, we observe lower advice ratings of whimsical on 
perceived malice, and higher ratings of unpredictability on skeptical 
styles of advice. Our results contribute to a better understanding of the 
role of user characteristics in perceiving LLM-generated advice and how 
the advice’s design impacts ratings of perceived creepiness. We thereby 
inform the design of LLM-powered support applications targeting people 
with diverse expectations and needs. 
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